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Preface

This volume of Advances in Intelligent Systems and Computing contains
accepted papers presented at IBICA 2013, the 4th International Conference
on Innovations in Bio-Inspired Computing and Applications. The first three
events, IBICA 2009, IBICA 2011, and IBICA 2012 were hosted in India and
China, with great success. The aim of IBICA 2013 was to provide a platform for
world research leaders and practitioners, to discuss the full spectrum of current
theoretical developments, emerging technologies, and innovative applications of
Bio-inspired Computing. Bio-inspired Computing is currently one of the most ex-
citing research areas, and it is continuously demonstrating exceptional strength
in solving complex real life problems. The main driving force of the conference
is to further explore the intriguing potential of Bio-inspired Computing. IBICA
2013 was held in Ostrava, Czech Republic. Ostrava is the capital of the Moravian-
Silesian Region and the third largest city in the Czech Republic as to the area
and population. Ostrava has a convenient strategic position - it is situated 10
kilometres south of the Polish state border and 50 kilometres west of the Slovak
border. Its distance from the country’s capital Prague is 360 km, 170 km from
Brno, 90 km from Katowice in Poland and just 310 km from Vienna, Austria.

The organization of the IBICA 2013 conference was entirely voluntary. The
review process required an enormous effort from the members of the International
Technical Program Committee, and we would therefore like to thank all its
members for their contribution to the success of this conference. We would like to
express our sincere thanks to the host of IBICA 2013, VŠB – Technical University
of Ostrava, and to the publisher, Springer, for their hard work and support in
organizing the conference. Finally, we would like to thank all the authors for their
high quality contributions. The friendly and welcoming attitude of conference
supporters and contributors made this event a success!

August 2013 Ajith Abraham
Pavel Krömer
Václav Snášel
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An Intelligent Multi-agent Recommender System . . . . . . . . . . . . . . . 201
Mahmood A. Mahmood, Nashwa El-Bendary, Jan Platoš,
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Rough Power Set Tree for Feature Selection and Classification:
Case Study on MRI Brain Tumor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
Waleed Yamany, Nashwa El-Bendary, Hossam M. Zawbaa,
Aboul Ella Hassanien, Václav Snášel
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Power Output Models of Ordinary Differential Equations 
by Polynomial and Recurrent Neural Networks 

Ladislav Zjavka and Václav Snášel 

VŠB-Technical University of Ostrava, IT4 Innovations Ostrava, Czech Republic 
{ladislav.zjavka,vaclav.snasel}@vsb.cz 

Abstract. The production of renewable energy sources is unstable, influenced a 
weather frame. Photovoltaic power plant output is primarily dependent on the 
solar illuminance of a locality, which is possible to predict according to meteo-
rological forecasts (Aladin). Wind charger power output is induced mainly by a 
current wind speed, which depends on several weather standings. Presented 
time-series neural network models can define incomputable functions of power 
output or quantities, which direct influence it. Differential polynomial neural 
network is a new neural network type, which makes use of data relations, not 
only absolute interval values of variables as artificial neural networks do. Its 
output is formed by a sum of fractional derivative terms, which substitute a 
general differential equation, defining a system model. In the case of time-series 
data application an ordinary differential equation is created with time deriva-
tives. Recurrent neural network proved to form simple solid time-series models, 
which can replace the ordinary differential equation description. 

Keywords: power plant output, solar illuminance, wind charger, differential 
polynomial neural network, recurrent neural network. 

1 Introduction 

Power production estimations of renewable sources are necessary as the supplies are 
very variable [7]. The electrical energy accumulation is an ambitious problem to 
solve, there is better to consume it direct by customers. A following day output pro-
duction is a sufficient estimation used by the electrical network operator [8]. The 
photovoltaic power plant (PVP) or wind charger supply of electricity is difficult to 
predict using deterministic methods as weather conditions can change from day to day 
or within short time periods. Hence the power output model should be updated to take 
into account a dynamic character of applied meteorological variables. Neural net-
works are able to deal with some problems, which other method solutions fail. They 
can define simple and reliable models, which exact solution is problematic. Recurrent 
neural network (RNN) is often used to define models of time-series data applications, 
which is possible to describe by ordinary differential equations. It applies as inputs 
also its neuron outputs from a previous time estimate. Analogous to other common 
neural network solutions, there is not possible to get specifications of RNN models in 
the form of a math description. The model appears to the users as a “black box”.  
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Differential polynomial neural network (D-PNN) is a new neural network type, 
which results from the GMDH (Group Method of Data Handling) polynomial neural 
network (PNN), created by a Ukrainian scientist Aleksey Ivakhnenko in 1968, when 
the back-propagation technique was not known yet. General connection between input 
and output variables is possible to express by the Volterra functional series, a discrete 
analogue of which is Kolmogorov-Gabor polynomial (1). This polynomial can ap-
proximate any stationary random sequence of observations and can be computed by 
either adaptive methods or system of Gaussian normal equations [5]. GMDH decom-
poses the complexity of a process into many simpler relationships each described by 
low order polynomials (2) for every pair of the input values. Typical GMDH network 
maps a vector input x to a scalar output y, which is an estimate of the true function 
f(x) = yt. 

y = a0 + a1xi + a2xj + a3xixj + a4xi
2 + a5xj

2    (2) 

 
D-PNN combines the PNN functionality with some math techniques of differential 

equation (DE) solutions. Its models are a boundary of neural network and exact com-
putational techniques. D-PNN forms and resolves an unknown general DE description 
of a searched function approximation. A DE is substituted producing sum of fraction-
al polynomial derivative terms, forming a system model of dependent variables. In 
contrast with the ANN functionality, each neuron can direct take part in the total net-
work output calculation, which is generated by the sum of active neuron output val-
ues. Its function approximation is based on any dependent data relations.  

2 Modeling and Forecasting of Energy Production 

The potential benefits of having energy production predictability are obvious useful in 
automatic power dispatch, load scheduling and energy control. The chance to forecast 
the energy production up to 24 hours can become of the utmost importance in deci-
sion-making processes, with particular reference to grid connected photovoltaic 
plants. Several approaches to forecasting load, wind speed or solar irradiation can be 
found. They can include neural network regression methods (Auto-Regressive Mov-
ing Average Model) and time series analysis models (Nonlinear Autoregressive with 
Exogenous Input). However most of the existing methodologies show some draw-
backs such as high average accuracy error and dependence on the particular design of 
the PVP. Variability of weather, in particular solar irradiation, is maybe the main 
difficulty faced by PVP operators so that good forecasting tools are required for the 
appropriate integration of renewable energy into the power system. Neural networks 
are able to model the nonlinear nature of dynamic processes, reproduce an empirical, 
possibly nonlinear, relationship between some inputs and one or more outputs.  
They are applied for such purpose regarding to its approximation capability of any 
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continuous nonlinear function with arbitrary accuracy that offer an effective alterna-
tive to more traditional statistical techniques [3]. Measurements of environmental 
parameters are generally provided in the form of time series which are suitable to use 
artificial neural networks with tapped delay lines. Regarding the training window 
width, the typical way to provide data for solar energy climatology has monthly,  
annual or 10-days granularity. Several solar parameters might be considered e.g. 
clearness, visibility index, cloud coverage and sunshine duration however the solar 
radiation is the most important parameter in the prediction and modeling of renewable 
PVP energy systems [2]. 

The wind speed model can apply 2 different inputs: lagged values of the average or 
maximum wind speed. The wind energy and speed change are not continual through-
out the entire year, for this reason might be used the wind velocity meteorological 
maps providing regional assessments and interpretations. The difficulty in predicting 
this meteorological parameter arises from the fact that it is a result of the complex 
interactions among large-scale forcing mechanisms of pressure and temperature dif-
ferences, local characteristics of the surface, etc. Wind energy is strong especially 
during winter, in the period with the highest demand.  End-users recognize the contri-
bution of wind prediction for a secure and economic operation of the power system. 
The power models should take into account technical parameters, i.e. hub height, 
turbine type, etc. Wind energy is possible to forecast using neuro-fuzzy, cognitive 
mapping or other soft computing techniques [1]. 

3 General Differential Equation Composition 

The basic idea of the D-PNN is to compose and substitute a general sum partial diffe-
rential equation (3), which is not known in advance and can describe a system of de-
pendent variables, with a sum of fractional relative multi-parametric polynomial  
derivative terms (4). 
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Partial DE terms are formed according to the adapted integral analogues method, 

which is a part of similarity model analysis. It replaces mathematical operators and 
symbols of a DE by ratio of corresponding values. Derivatives are replaced by their 
integral analogues, i.e. derivative operators are removed and simultaneously with all 
operators are replaced by similarly or proportion signs in equations to form dimen-
sionless groups of variables [4].  
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The fractional polynomials (4) define partial relations of n-input variables. The 
numerator of a DE term (4) is a polynomial of all n-input variables and partly defines 
an unknown function u of eq. (3). The denominator is a derivative part, which in-
cludes an incomplete polynomial of the competent combination variable(s). The root 
function of numerator takes the polynomial into competent combination degree to get 
the dimensionless values [4]. In a case of time-series data application an ordinary 
differential equation is formed with only time derivatives. The partial DE (3) might 
become form of (5). 
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f(t, x) – function of time t and independent input variables x(x1, x2, ... , xm) 
 
Blocks of the D-PNN (Fig.1.) consist of derivative neurons, one for each fractional 

polynomial derivative combination, so each neuron is considered a summation DE 
term (4). Each block contains a single output polynomial (2), without derivative part. 
Neurons do not affect the block output but participate direct in the total network out-
put sum calculation of a DE composition. Each block has 1 and neuron 2 vectors of 
adjustable parameters a, resp. a, b.  

 

Fig. 1. D-PNN block of basic and compound neurons 

In the case of 2 input variables the 2nd odder partial DE can be expressed in the 
form (6), which involve all derivative terms of variables applied by the GMDH poly-
nomial (2). D-PNN processes these 2-combination square polynomials of blocks and 
neurons, which form competent DE terms of eq. (5). Each block so include 5 basic 
neurons of derivatives x1, x2, x1x2, x1

2, x2
2 of the 2nd order partial DE (6), which is most 

often used to model physical or natural systems.  
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where F(x1, x2, u, p, q, r, s, t) is a function of 8 variables 
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4 Differential Polynomial Neural Network 

Multi-layered networks forms composite polynomial functions (Fig.2.). Compound 
terms (CT), i.e. derivatives in respect to variables of previous layers, are calculated 
according to the composite function partial derivation rules (7)(8). They are formed 
by products of partial derivatives of external and internal functions. 

 
F(x1, x2, … , xn) = f(y1, y2, … , ym) = f(φ1(X), φ2(X),..., φm(X))    (7) 
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Fig. 2. 3-variable multi-layered D-PNN with 2-variable combination blocks 

Thus blocks of the 2nd and following hidden layers are additionally extended with 
compound terms (neurons), which form composite derivatives utilizing outputs and 
inputs of back connected previous layer blocks. The 1st block of the last (3rd) hidden 
layer forms neurons e.g. (9)(10)(11) [9]. 
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The square (12) and combination (13) derivative terms are also calculated accord-

ing to the composite function derivation rules. 
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The best-fit neuron selection is the initial phase of the DE composition, which may 

apply a proper genetic algorithm (GA). Parameters of polynomials might be adjusted 
by means of difference evolution algorithm (EA), supplied with sufficient random 
mutations. The parameter optimization is performed simultaneously with the GA term 
combination search, which may result in a quantity of local or global error solutions. 
There would be welcome to apply an adequate gradient descent method too, which 
parameter updates result from partial derivatives of polynomial DE terms in respect 
with the single parameters [6]. The number of network hidden layers coincides with a 
total amount of input variables. 
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Only some of all potential combination DE terms (neurons) may participate  

in the DE composition, in despite of they have an adjustable term weight (wi).  
D-PNN’s total output Y is the sum of all active neuron outputs, divided by their 
amount k (14).  
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The root mean square error (RMSE) method (15) was applied for the polynomial 

parameter optimization and neuron combination selection. D-PNN is trained  
only with a small set of input-output data samples likewise the GMDH algorithm  
does [6].  
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5 Power Plant Output Model Experiments 

D-PNN and RNN (Fig.7.) apply time-dependent series of the solar illuminance 3 va-
riables to estimate a power plant output at the end-time (3rd) variable. Both networks 
were trained with previous 1 or 2 day 10-minute data series (i.e. samples), which pro-
vide the solar illuminance and corresponding power output values in the same loca-
tion (Ostrava). Fig.3.-Fig.6. show the comparison of normalized power plant output 
day estimations, following the illuminance values. Both networks produce very simi-
lar results, despite their functionalities differs essentially. The power model outcome 
graph curves of Fig.5c. are nearly identical goings. 

 

 

Fig. 3. RMSED-PNN = 0.0151, RMSERNN = 0.0184 

 

Fig. 4. RMSED-PNN = 0.0258, RMSERNN = 0.0275 
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 (a) 

 (b) 

 (c) 

Fig. 5. a-c. RMSED-PNN = 0.0242(a), 0.00694(b), 0.00369(c); RMSERNN = 0.0234(a), 
0.00747(b), 0.00374(c) 
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Fig. 6. RMSED-PNN = 0.0415, RMSERNN = 0.0440 

 

Fig. 7. Recurrent neural network 

6 Wind Speed Model Experiments 

The wind speed induces mainly a wind charger power output. There is usually availa-
ble only its very rough forecast in a location. It could be modeled with reference to 
other weather variables forecasts, as meteorological predictions of this very complex 
dynamic system are sophisticated and not any time faithful, using simple neural  
network models. The fittest variables, which wind speed depends on, seem to be tem-
perature, relative humidity and sea level pressure. The D-PNN and RNN models 
(Fig.8a-c.) apply 3 time-series of 3 state variables of 1 site locality, i.e. 9 input vector  
variables totally. Both networks were trained with previous 1 or 2 day hourly data 
series (24 or 48 hours, i.e. data samples), which are free online available [10]. 
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 (a) 

 (b) 

 (c) 

Fig. 8. a-c. RMSED-PNN = 4.287(a), 2.665(b), 3.576(c); RMSERNN = 4.493(a), 3.188(b), 4.116(c) 
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7 Conclusion 

The study compares 2 neural network models, which results are very similar, despite 
the fact their operating principles differs by far. This comparison indicates, both me-
thod outcomes are of a very good level, extracting from the provided input data a 
maximum of useful information. Both networks update the models daily, to respect a 
dynamic character of applied meteorological variables. D-PNN is a new neural net-
work type, which function approximation is based on generalized data relations. Its 
relative data processing is contrary to the common soft-computing method approach, 
which applications are subjected to a fixed interval of absolute values. Its operating 
principle differs by far from other common neural network techniques. 
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Abstract. During the last years, there has been a growing interest in
the Reservoir Computing (RC) paradigm. Recently, a new RC model was
presented under the name of Echo State Queueing Networks (ESQN).
This model merges ideas from Queueing Theory and one of the two
pioneering RC techniques, Echo State Networks. In a RC model there is a
dynamical system called reservoir which serves to expand the input data
into a larger space. This expansion can enhance the linear separability
of the data. In the case of ESQN, the reservoir is a Recurrent Neural
Network composed of spiking neurons which fire positive and negative
signals. Unlike other RC models, an analysis of the dynamics behavior
of the ESQN system is still to be done. In this work, we present an
experimental analysis of these dynamics. In particular, we study the
impact of the spectral radius of the reservoir in system stability. In our
experiments, we use a range of benchmark time series data.

1 Introduction

The Recurrent Neural Networks are a large class of computational models used
in Computational Neuroscience and in several applications of Machine Learning.
The main characteristic of this type of Neural Networks (NNs) is, in graph terms,
the existence of at least one circuit in the network. Unlike feedforward neural
networks, the recurrent topology enable to store historical information in internal
states. Hence, recurrent NNs are a powerful tool for forecasting and time series
processing applications. However, in spite of these important abilities no efficient
algorithms exist to train recurrent NNs [1]. Reservoir Computing (RC) models
emerge as an alternative to recurrent NNs overcoming important limitations on
the training procedures while introducing no significant disadvantages. The RC
approach has grown rapidly due to its success in solving learning tasks and other
computational applications [1].
� This article has been elaborated in the framework of the project New creative teams
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Recently, a new RC model which includes ideas coming from Queueing Theory
was presented under the name of Echo State Queueing Networks [2]. The model
has been proven to be efficient in temporal learning tasks (for instance: Internet
Traffic prediction problems). A RC model uses a dynamical system called reser-
voir which has fixed parameters in the learning process. Unlike traditional RC
model, an analysis of the stability or chaoticity in the ESQN system is still to
be done. In this work, we present an experimental analysis of the some ESQN
parameters. In particular, we analyze the impact of the spectral radius and the
sparsity of the reservoir on the system stability behavior as well as on the model
accuracy. Another important reservoir parameter is the reservoir size which was
analyzed in [2]. In our experiments, we use three benchmarks widely analyzed
in the RC literature.

The paper is organized as follow. We begin by presenting RC models. Sec-
tion 2.1, introduces the ESQN model. Next, in Section 3 we present the bench-
marks and we show the effect of reservoir parameters on the model performance.
We conclude and present future works in Section 4.

2 Reservoir Computing Models

Since the early 2000s, RC has gained prominence in the NNs community [3, 4].
The two pioneering Reservoir Computing techniques were: Echo State Network
(ESN) [3] and Liquid State Machine (LSM) [5]. A RC model is a recurrent NN
with a specific topology wherein the input and output layer haven’t got circuits.
The connections are allowed in the hidden layer which in this context is called
reservoir. In order to reach a linear separability of the input data, the reservoir
expand the input information in a larger space [6]. From this point of view, the
reservoir acts as the expansion function used in Kernel Methods (see for example
the Support Vector Machine [7]). In the ESN literature, the recurrent network
(hidden layer) is referred as the reservoir while in the LSM literature is named
the liquid. A distinctive principle of RC models is that the weights involved
in circuits are deemed fixed during the learning process. Since the recurrent
network provides all temporal information about the past, the model is built to
produce the readout (model output) using a memory-less function. This strong
assumption is based on the empirical observation that under certain algebraic
hypothesis, updating only the memory-less structure can be enough to achieve
good performances [1].

Formally, a RC model consists of an input layer with Na units, a hidden
recurrent structure of size Nx and an output layer of Nb neurons. Several net-
work topologies have been proposed, we present an example in Figure 1. The
connections between input and hidden neurons are given by a Nx×Na weight ma-
trix win, the connections among the hidden neurons are represented by a Nx×Nx

weight matrix wr and a Nb×Nx weight matrix wout represents the connections
between hidden and output neurons. Denote by a(t) = (a1(t), . . . , aNa(t)) the
input vector and by x(t) = (x1(t), . . . , xNx(t)) the reservoir state at any time
t. In order to obtain a meaningful linear structure in the reservoir projection,
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the dimension of x(t) should be much larger than the input data dimension
((Na � Nx)). The reservoir state x(t) is generated by a recurrent neural net-
work φ

(
a(t),win,wr

)
: RNa → RNx which transforms a(t) into a vector x(t).

Let x0 be a initial reservoir state, the reservoir state is given by:

x(t) = φ(x(t − 1), a(t)). (1)

As a consequence, the activation state of the reservoir at time t depends on the
input data a(t) and on the preceding inputs a(t − 1), a(t − 2), . . ., potentially
the current input can depend on an infinite history of inputs. The model output
usually are generated by a linear regression, that is:

y(t) = woutx(t). (2)

For brevity, we omit the bias value added to expressions (1) and (2).

Input layer Liquid/Reservoir Output layer

Fig. 1. Example of a standard topology of the Reservoir Computing model.

The LSM model has been proposed by Wolfgang Maass [5]. The model comes
from the interest in making a conceptual representation of the cortical mi-
crostructures in the brain. There are several biological properties that motivate
the LSM model [1,5]. The LSM approach suggests new ways of modeling cogni-
tive processing in neural systems. In this model, the recurrent structure is built
using network with Leaky Integrate and Fire (LIF) neurons [8].

Herbert Jaeger introduced the ESN model [3]. In this model, the reservoir is
composed by neurons with tanh(·) activation function. Thus, the state of each
neuron in the reservoir is given by

xm(t) = tanh

(
win

m0 +

Na∑
i=1

win
miai(t) +

Nx∑
i=1

wr
mixi(t− 1)

)
, m = [1, Nx]. (3)

The network outputs (readouts) y(t) = (y1(t), . . . , yNb
(t)) are often generated

by a linear regression:

ym(t) = wout
m0 +

Na∑
i=1

wout
mi ai(t) +

Na+Nx∑
i=1+Na

wout
mi xi(t), m ∈ [1, Nb]. (4)
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An important property of the ESN reservoir is the Echo State Property (ESP)
in [3]. In essence, the ESP guarantees that under certain conditions the state
of the reservoir becomes asymptotically independent of the initial conditions,
meaning that the effects of a finite sequence of inputs eventually vanish [1]. In
practical applications, the ESP is almost always ensured when the ESN reservoir
weights are appropriately scaled. A similar property was presented for LSMs [5].

2.1 Description of the Echo State Queuing Network model

Recently a new RC model called the Echo State Queueing Network (ESQN)
was introduced [2]. In this model the reservoir dynamics are inspired from the
behavior in steady-state of a queueing network type called Generalized Queueing
Network (G-Network). A G-Network model is a mathematical object that can be
classified into the area of Spiking Neuron Networks (SNNs) or into the family of
Queueing Models. The model was proposed by E. Gelenbe in 1989 [9]. The queues
exchange customers (also called signals) which are of one of two disjoint types:
positive and negative. The firing times of the signals are modeled as Poisson
processes. The positive exchanges from a queue i to queue j have associated a
positive weight denoted by w+

ij . In a same way, for the negative exchanges, the
weight is denoted by w−

ij . The activation rate of any queue i is denoted by xi,
and it is computed in an equilibrium situation solving the traffic flow equations:

xi =
T+
i

ri + T−
i

, T+
i = λ+

i +
N∑
j=1

xjw
+
ij , and T−

i = λ−
i +

N∑
j=1

xjw
−
ij ,

where λ+
i and λ−

i are the Poisson rates of external signals (positive and negative,
respectively) and ri which is the server rate of the queue i. A mathematical
restriction associated to the model stability is that : 0 < xi < 1, for any i.
In order to solve the traffic flow is necessary to use a fixed point procedure.
A summary about how to compute x,T+ and T− is presented in [10]. Under
certain hypothesis, it is guaranteed that the system has a unique equilibrium
point [9, 11]. The G-Network model was successful used in supervised learning
tasks as well as in biological modeling problems. In these fields the model has
been presented under the name of Random Neural Networks. For more details
about the G-Network model see [9, 11].

The ESQN model is a discrete or continuous mapping between an input space
in RNa into an output space in RNb. The architecture of an ESQN consists of
an input layer, a reservoir and a readout layer. The outputs of the model are
obtained by first expanding the input data using a nonlinear transformation (the
reservoir) and then taking a simple function such as regression model. Let us
index the input neurons from 1 up to Na, and the reservoir neurons from Na+1
up to Na + Nx. At any time t when an input a(t) is offered to the network,
we assign the rates of the external positive customers with that input, that
is: λ+

i (t) = ai(t). Traditionally, when the G-Network is used for learning tasks
there aren’t negative signals from the environment, that is: λ−

i (t) = 0, for all
i = 1, . . . , Na and for all time t [11,12]. The load or activity rate of a neuron i, in
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the stable case (ai(t) < ri) is given by: xi(t) = ai(t)/ri, i = 1, . . . , Na. Thus, in
the ESQN model at any time t, input neurons behave as a M/M/1 queue. Note
that, following the RC approach the input and reservoir weights as well as the
service rates are fixed in time, meaning that no temporal references are used.

The state of the ESQN reservoir is a simply vector x of dimension Nx. Each
time that an input data a(t) is presented, the new reservoir state is computed
using

xi(t) =

Na∑
j=1

aj(t)

rj
w+

ij +

Na+Nx∑
j=Na+1

xj(t− 1)w+
ij

ri +

Na∑
j=1

aj(t)

rj
w−

ij +

Na+Nx∑
j=Na+1

xj(t− 1)w−
ij

, (5)

for all i ∈ [Na + 1, Na + Nx]. When this is seen as a dynamical system, on the
left we have the state values at t, and on the r.h.s. the state values at t− 1. In
the same way that others RC models, the readout part is computed using the
linear regression given by the expression 4.

3 Experimental Analysis of the ESQN Reservoir
Dynamics

3.1 Benchmark Descriptions

We use three time series data, one is a simulated data widely used in the NN
literature and the other ones are two real data set. As usual, in order to evaluate
the accuracy of the model we use a training data set and a validation data set.
The quality measure of the model accuracy is the Normalized Mean Square Error
(NMSE) [13]. The preprocessing data step consisted of the data rescaling in the
interval [0, 1]. The learning method used was offline ridge regression algorithm
which a regularization parameter is empirically adjusted for each data set. The
first benchmark is the fixed 10th order NARMA time series, generated by

b(t+ 1) = 0.3b(t) + 0.05b(t)

9∑
i=0

b(t− i) + 1.5v(t− 9)v(t) + 0.1,

where the distribution of v(t) is Unif [0, 0.5]. The length of the training data is
1990 and 390 is the length of the validation data. The second data set consists of
the Internet Traffic data, it is from the United Kingdom Education and Research
Networking Association (UKERNA). The last one, is from an Internet Service
Provider (ISP). Both data set were exhaustively analyzed in [2,14]. We evaluate
the results collecting the data each 5 minutes for the ISP data and using a day
scale for the UKERNA data The training data corresponds to the initial 66%
of the data, that is 14772 samples for ISP and 51 samples for UKERNA data
(using a day time scale).

For the Fixed 10th NARMA data, we use a network with 10 input neurons
corresponding to the time lag from t− 10 up to t− 1. We follow the architecture
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Table 1. NMSE obtained from 20 independent trials with random weight initialization
and the corresponding Confidence Interval (CI) (95%). The reservoir size was 80 units
for the first data set and 40 units for the other ones.

Series NMSE CI (95%)
NARMA 0.1004 ±0.0025
ISP 0.0100 ±1.2436× 10−4

UKERNA 0.2030 ±0.0335

used in [14], then for the UKERNA day scale, the number of input neurons is 3
and the time lag is {t− 1, t− 6, t− 7}. In the ISP 5 minutes scale case, we test
with 7 input neurons corresponding to lag {t−1, t−2, t−3, t−4, t−5, t−6, t−7}.

We initialize the positive and negative weights of the ESQN model using a
uniform distribution Unif [0, 0.2]. The initial reservoir state was randomly chosen
in [0, 1]Nx . In order to analyze the impact of the spectral radius and the sparsity
on the accuracy, we made a grid in [0, 1]3 where the variables are ρ(w+), ρ(w−)
and the sparsity of w+ (denoted as s(w+)). We considered the same sparsity of
both reservoir matrices (s(w+) = s(w−)). For each pair (ρ(w+), s(w+)) many
associated NMSE values are obtained (each one corresponding to different ρ(w−)
values). In an analogous way, for each pair (ρ(w−), s(w+)), we obtain many
NMSE values. The figures presented in the next section show the average of
these NMSE values.

3.2 Result Analysis

The accuracy of the model for data set is showed in Table 1. Additionally, these
accuracies are illustrated in the Figures 2(a) and 2(b). These model performances
can be compared with the accuracy of other methods studied in [13, 14].

Figures 3(a), 3(b) illustrate the impact of the spectral radius ρ(w+) and spar-
sity s(w+) on the model accuracy. We present the NMSE average (computed for
different w− values) for each pair (ρ(w+), s(w+)). Figure 3(c) shows the impact
of the ρ(w−) and s(w−) on the model accuracy. We can see that the spectral
radius is an important variable and the sparsity does not seem to influence the
accuracy.

Figure 3(d) illustrates the accuracy according to the ρ(w+) and s(w+) using
UKERNA data set and 150 units in the reservoir. In a similar way, Figure 3(e)
presents the NMSE according to the ρ(w+) and s(w+) when there are 80 units
in the reservoir. In this case, when ρ(w+) is close to 0 the accuracy of the model
decreases. It is difficult to determinate the influence of the sparsity in the model
accuracy. These two graphics also show the relevance of the reservoir size on
the accuracy. The behavior for the negative weights was similar to that of the
experiments with positive weights.



An Experimental Analysis of Reservoir Parameters 19

0 50 100 150 200 250 300 350 400
0

0.2

0.4

0.6

0.8

1
Validation 10th order Narma series data

N
a
rm

a
 v

a
lu

e

Time steps

0 50 100 150 200 250 300 350 400
0

0.2

0.4

0.6

0.8

1
ESQN prediction of the validation 10th order Narma series data

E
S

Q
N

 p
re

d
ic

ti
o
n

Time steps

(a) Fixed 10th order NARMA times series.
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(b) Example of ESQN prediction for 5000 instances in the ISP data
set.

Fig. 2. Comparison between the validation data and the ESQN model prediction
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Impact of the ρ(w−) and s(w−) on the
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Fig. 3. The figures show the influence of the sparsity and the spectral radius of the
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Fig. 4. The figures show the influence of the sparsity and the spectral radius of the
ESQN reservoir using ISP data

Figure 4(a) illustrates the impact of the ρ(w+) and s(w+) on the model
performance using the ISP data. In the same way, Figure 4(b) shows the impact
of the ρ(w+) and s(w+) when we use the ISP data. We can see that the spectral
radius causes an impact on the model performance for the ISP data, when it is
close to 0 the performance decreases. The influence of the reservoir sparsity in
the model for this data set is not relevant. We can state that the spectral radius
behavior of positive weights and negative weights in the reservoir present similar
characteristics.

4 Conclusions and Future Works

In many RC applications it has been shown that the reservoir size influences the
model accuracy [13, 15]. As in all machine learning devices, there is a tradeoff
to reach in the number of model parameters. If it is too small, we can have
poor results due to not exploiting enough the benefits of separating the input
data into a larger space. If it is too large, the over–fitting phenomenon can be
presented. The reservoir size impact for the ESQN model case was discussed
in [2]. Another important RC parameter is the spectral radius. This parameter
influences the memory capability of the ESN model [3]. The role of the spectral
radius is more complex when the reservoir is built with spiking neurons in the
LSM model [6]. In this paper, we discuss the impact of the spectral radius of
the ESQN reservoir on the model accuracy. In spite of the fact that the ESQN
reservoir is built based on a Spiking Neuron Network (G-Networks), we can state
that the spectral radius has an important influence on the memory capability of
the model. According to our experimental results a spectral radius ρ(wr) close
to 1 is appropriate for learning tasks that require long memory, and a value
close to 0 is adequate for tasks requiring short memory. This result is similar
to that found in the ESN literature [1]. On the other hand, the relevance of the
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reservoir sparsity on the model accuracy is not really clear. We can conclude
that sparse reservoir matrices enable fast reservoir updates, then it is advisable
to use sparse reservoirs. For instance, reservoir matrices with 15% or 20% non-
zero weight values as it is also recommended in the ESN model. A theoretical
analysis of the stability or chaoticity in the reservoir dynamics of the ESQN
model remains to be done.
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Abstract. Artificial multi-cellular organisms develop from a single zygote to 
different structures and shapes, some simple, some complex. Such phenotypic 
structural complexity is the result of morphogenesis, where cells grow and dif-
ferentiate according to the information encoded in the genome. In this paper we 
investigate the structural complexity of artificial cellular organisms at pheno-
typic level, in order to understand if genome information could be used to pre-
dict the emergent structural complexity. Our measure of structural complexity is 
based on the theory of Kolmogorov complexity and approximations. We relate 
the Lambda parameter, with its ability to detect different behavioral regimes, to 
the calculated structural complexity. It is shown that the easily computable 
Lempel-Ziv complexity approximation has a good ability to discriminate emer-
gent structural complexity, thus providing a measurement that can be related to 
a genome parameter for estimation of the developed organism’s phenotypic 
complexity. The experimental model used herein is based on 1D, 2D and 3D 
Cellular Automata. 

Keywords: Developmental Systems, Emergence, Structural Complexity, CAs.  

1 Introduction 

Artificial developmental systems take inspiration from biological development, where 
a unicellular organism, i.e. a zygote, develops to a multi-cellular organism by follow-
ing the instructions encoded in its genome. The genome contains the building instruc-
tions and not a description of what the organism will look like. Several artificial  
developmental systems take inspiration from cellular models [2-4], where the con-
struct and constructor element is a cell. Thus, each cell in the system is a building 
block of the system and encapsulates the genome information that regulates the cellu-
lar actions, e.g. growth, differentiation, apoptosis. The emergent phenotype can result  
in a very simple or extremely complex structure. Our goal is to measure the complexi-
ty of the phenotypic structure and relate it to the genome information. The notion of 
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structural complexity used is based on the theory of Komogorov complexity [5, 8]. As 
stated by the Incomputability Theorem (proof in [5]), Kolmogorov complexity is 
incomputable. Compression algorithms are often used as an approximation of the 
Kolmogorov complexity [11, 20]. In the experimental work herein, Lempel-Ziv algo-
rithm is used to estimate the phonotypic structural complexity. In the genotype space, 
genomes are characterized and described by the Lambda genome parameter [6]. Such 
parameter has shown interesting abilities to discriminate genotypes in different beha-
vioral classes, e.g. fixed, chaotic, random [7]. It is thus investigated if λ is useful to 
relate genotype composition to the structural complexity of the emergent phenotypes.  

The article is laid out as follows: Section 2 presents background and motivation. In 
Section 3 cellular automata are formally defined. Section 4 describes measures of 
structural complexity and the notion of Kolmogorov complexity and approximations. 
Section 5 introduces the developmental model and Lambda genome parameter. Sec-
tion 6 describes the experimental setup and results. Section 7 includes analysis and 
discussion and Section 8 concludes the work. 

2 Background and Motivation 

In the field of Artificial Embryogeny, the goal is often to exploit emergent complexity 
out of the parallel local interactions of a myriad of simple components. To evaluate 
such systems’ ability, a clear notion of complexity is necessary. Consider the notion 
of “edge of chaos” [6], a critical region of a parameter space where the system is be-
tween order and randomness. In ordered regimes there are only a few distinct possible 
configurations whether with total randomness the system exhibits the same statistical 
distribution of behaviors for any initial condition. Therefore, it is in the edge of chaos 
that systems exhibit high complexity to support advanced features favorable to per-
form computation. Such emergent complexity, if meaningfully measured, could be 
predicted using genome parameters. Langton [6] introduced the Lambda parameter to 
differentiate behavioral regimes where different levels of complexity could emerge. 

A developmental mapping may be represented by a function that maps elements in 
the genotype space with elements in the phenotype space. Such mapping may have 
regions where small distances between genotypes are preserved into small differences 
between resulting phenotypes, whether in some other regions distances are hardly 
preserved at all. In practice, small mutations can have a huge impact on the emergent 
phenotype. Therefore, a genome parameter predicting phenotypic behavior is useful 
as a guidance tool to keep resulting phenotypes within a complexity regime, reducing 
phenotypic difference as long as the genome parameter is kept within defined bounds.    

3 Cellular Automata 

Cellular automata (CA), originally studied by Ulam [18] and von Neumann [19] in 
the 1940s, are idealized versions of parallel and decentralized computing systems, 
based on a myriad of small and unreliable components called cells. Even if a single 
cell itself can do very little, the emergent behavior of the whole system is capable to 
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obtain complex dynamics. In cellular computing each cell can only communicate with 
a few other cells, most or all of which are physically close (neighbors). One implica-
tion of this principle is that there is no central controller; no one cell has a global view 
of the entire system. The metaphor with biology can be exploited on cellular systems 
because the physical structure is similar to the biological multi-cellular organisms.  

Formally, a cellular automaton is a countable discrete array of cells i with a  
discrete-time update rule Φ that executes in parallel on local neighborhoods of a spe-
cified radius r. In every time step the cells allow values in a finite alphabet A of sym-
bols: σi

t ∈ {0, 1, ..., k-1} ≡ A. The local update rule is σi
t + 1 = Φ(σi - r

t , …, σi + r
t). At 

time t, the state st of the cellular automaton is the configuration of the finite or infinite 
spatial array: st ∈ AN, where AN is the set of all possible cell value permutations on a 
lattice of size N. The CA global update rule Φ: AN → AN executes Φ in parallel to all 
sites in the lattice: st = Φ st - 1. For finite N, the boundary cells are usually dealt with 
by having the whole lattice wrap around into a torus, thus boundary cells are con-
nected to “adjacent" cells on the opposite boundary. In this paper, 1D, 2D and 3D 
cellular automata with cyclic boundary conditions are considered. 

4 Measuring Structural Complexity 

Several complexity measures are proposed in literature, both to quantify genotype and 
phenotype complexity, e.g. [17]. For genotypes, size may not be an important factor. 
Even in nature, some unicellular eukaryotic organisms have much larger genomes 
than humans. Another possibility is to evaluate genotype complexity based on the 
number of activated genes. Such an activity measure may strongly relate on initial 
conditions, resulting in a non-precise complexity measure. However, emergent com-
plexity appears at the phenotype level. Important factors can be related to cell organi-
zation or functions that the organism is able to perform. Within such an approach 
Kolmogorov complexity complies well to be able to capture such features.   

4.1 Kolmogorov Complexity 

The notion of complexity is used differently in distinct fields of computer science. 
Kolmogorov complexity could be used for understanding emergent complexity in 
artificial developmental systems.  

Let us consider the following strings representing two different states of a 1 dimen-
sional cellular automaton of size 20 at time step t: 

 
a = “01010101010101010101”  b = “01234567894978253167” 

We can intuitively see that string b is more complex than string a. String a is just a 
repetition of “01” whether string b does not seem to show any repeating pattern, i.e. 
string a is less complex because we can represent it with a shorter description than for 
string b. Kolmogorov complexity represents the length of the shortest description of a 
string. In his work, Kolmogorov made use of a Universal Turing Machine to define 
complexity in an unambiguous way.  
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Definition (Kolmogorov Complexity): Fix a Turing Machine U. We define the Kol-
mogorov function, C(x) as the length of the smallest program generating x. This is 
shown in Equation (1). 

 C(x) = minp {|p| : U(p) = x} (1)           

It is proven by the Invariance Theorem [5] that the particular choice of the  
universal machine only affects C(x) by a constant additive factor and in particular, ∀ 
x, C(x) ≤ |x| + c. Kolmogorov complexity is incomputable in theory and thus, some 
approximations are needed.  

4.2 Incomputability Theorem 

If the problem of computing the Kolmogorov complexity of a string x is to be han-
dled, the way to proceed is to run all the programs which compute x as output and 
then find the shortest among them, thus testing all the possible programs. Unfortu-
nately, there is no way of knowing if a program halts or not, hence the undecidability 
of the halting problem [9] implies the incomputability of Kolmogorov complexity. 
Fortunately, in practice we are not interested in the exact value of the Kolmogorov 
complexity. Data compression algorithms could be used, to some extent, to approx-
imate it. In fact, strings that are hardly compressible have a presumably high Kolmo-
gorov complexity. Complexity is then proportional to the compression ratio. As stated 
earlier, the Kolmogorov complexity of a string x is always less than or equal to the 
length of the string x itself plus a small constant: C(x) ≤ |x| + O(1). Yet, as proven by 
the Incompressiblity Lemma [5], there are some strings that are not compressible, i.e. 
random strings. Formally, a string x is c-incompressible if C(x) ≥ |x| - c.  

4.3 Lempel-Ziv Compression Algorithm 

Compression algorithms have been widely used as approximations of Kolmogorov 
complexity. For example, Lehre, Hartmann and Haddow [10-11], successfully com-
puted approximations of Kolmogorov complexity as measures of genotype and  
phenotype complexity, using Lempel-Ziv compression algorithm. Zenil and Villareal-
Zapata [20] studied one-dimensional cellular automata rules’ behavior using approx-
imations of Kolmogorov Complexity. Compression algorithms tend to compress  
repeated patterns and structures, thus being able to detect structural features in pheno-
type states. In the experiments herein, we use Deflate [12] algorithm, which is a varia-
tion of LZ77 [13]. Deflate is a loseless data compression algorithm that combines 
LZ77 and Huffman coding [14]. This choice is based on the fact that Deflate is a 
computationally inexpensive operation and, as long as the state compression process 
is precisely defined, it is independent of the dimensionality of the state.  

If 1D cellular automaton is considered, the correspondent string representing the 
state of the system at a certain time step could be compressed directly. For a 2D cellu-
lar automaton of size 3 by 3, as an example, single rows are concatenated together to 
compose the state string r: 
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0 1 0

1 1 2 →  r = “010112100”

1 0 0

 
The same procedure is applied for a 3D cellular automaton, where all the rows are 

listed for all the depth levels. Such measure is dimensionality-independent, since it 
can be used for 1D, 2D or 3D cellular automata. The state string r can now be com-
pressed using the Deflate algorithm, which produces the compressed state string t.  

 

t = Deflate (r) 

The next step would be to calculate the length q of the compressed string t. 
 

q = Length (t) 

q can then be used to compare the approximate complexity of the states. However, 
the value has to be normalized in order to compare complexities for different dimensio-
nalities and grid sizes. It is necessary to find lower and upper bounds for the compressed 
string length, in order to scale the value of q. To do that, it is possible to consider the 
least and the most complex states. Again, for a 3 by 3 CA, the bounds are: 

 

rmin = ”000000000”  rmax = ”012345678” 

rmin yields the lowest compressed size qmin for states of the given dimension and 
size. Likewise, rmax which has no identical symbols, yields the highest compressed 
size qmax: 

qmin = Length(Deflate(rmin))  qmax = Length(Deflate(rmax)) 

The normalized structural complexity measure c of the state s is then: 
 

c = (q - qmin) / (qmax - qmin) 

One last remark on the structural complexity calculation is about position and 
orientation of structures in a state. In fact, it may be better if such measure is trans-
formation invariant. States that represent the same structure, only in a different orien-
tation or position in the grid, should have equal structural complexity. Let us consider 
the following example: 

 
0 0 0 2 0 0

0 0 0 → 1 0 0

2 1 2 T 2 0 0

 
In such case, it is evident that the state on the left has equivalent structure to the 

state on the right, since the transformation T rotates the state 90 degrees. Even though, 
the measured structural complexity of the row-concatenated-state is different. As 
such, the following measures are evaluated, as specified in Table 1: 
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Table 1. Complexity measures 

1 
Simple Deflate 
compression 

The CA state is represented as a concatenated string and directly compressed. 

2 
Average of all 

rotations 
The CA state is rotated in all the possible orientations and the correspondent 
state strings are compressed. The average is computed. 

3 
Average of all 

translations 
The CA state is shifted in all the possible positions and the correspondent state 
strings are compressed. The average is computed. 

4 
Rotations + 
translations 

Both point 2 and 3. The CA state is rotated in all the possible orientations. Each 
of them is shifted in all the possible positions and the correspondent state strings 
are compressed. The overall average is computed. 

5 Cellular Developmental Model 

The developmental model used in this work is an embryomorphic system [1] based on 
cellular automata, where the goal is the self-assembly of cells from a single zygote 
which holds the complete genotype information. A CA can be considered as a devel-
oping organism, where the genome specification and the gene regulation information 
control the cells’ growth, differentiation and apoptosis. The global emergent behavior 
of the system is then represented by the emerging phenotype, which is subject to size, 
shape and structure modifications along the developmental process.  

The experimental work is conducted on cellular automata with different dimensio-
nalities, 1 – 3, and neighborhood configurations, 3 – 7. 

All CAs have cyclic boundary conditions. Each cell has 3 possible states (cell type 
0: empty/dead cell, cell type 1 and cell type 2). The grid is initialized with a cell of 
type 1 (zygote) in the middle of the grid and develops according to a genotype based 
on a cellular developmental table that fully specifies all the possible regulatory input 
combinations, i.e. all 3n neighborhood configurations are explicitly represented (n 
represents the neighborhood size). To ensure that cells will not materialize where 
there are no other cells around, a restriction has been set in the developmental table: if 
all the neighbors of an empty cell are empty, the cell will be empty also in the follow-
ing development step. A more detailed description of the developmental model is 
given in [15-16]. 

During the development process, a unicellular organism grows to a multi-cellular 
organism. Two different life phases are identified: the transient phase and the attrac-
tor. The transient phase begins with the initial state of the CA (zygote) and ends when 
the organism reaches its adult form and an attractor begins. Note that this definition is 
not biologically correct. The attractor represents the time lapse between two repeti-
tions of the same state, i.e. the same state is encountered twice. A complete trajectory 
is then defined as the sum of transient phase and attractor. 

The Lambda Genome Parameter obtained from the genome information can be 
used to estimate the dynamic behavior of the system and thus can be related to the 
emergent complexity of the phenotype. Langton [6] studied the parameter λ as a  
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measure of the activity level of the system. λ has shown to be particularly well suited 
to discriminate genotypes that will develop phenotypes in different behavioral classes, 
e.g. fixed, chaotic, random [7]. Lambda is calculated out of the regulative outcome of 
the developmental table, i.e. the output at time t+1 based on a specific neighborhood 
configuration at time t. According to Langton’s definition, a quiescent state must be 
chosen. We choose the empty cell (type 0) as the quiescent state. λ is then calculated 
according to Equation 2, where n represents the number of transitions to the quiescent 
state, K is the number of cell types (three in our case) and N is the neighborhood size, 
as defined in Table 2. λ                                           (2) 

Langton observed that the basic functions required for computation (transmission, 
storage and modification of information) are more likely to be achieved in the vicinity 
of phase transitions between ordered and disordered dynamics (edge of chaos). He 
hypothesized that it is easier to find genotypes capable of complex computation in a 
region where the value of λ is critical.  

In the experiments herein, genomes are generated in the whole Lambda spectrum, 
from 0 to 1, using a similar method to Langton’s random table method [6], i.e. for 
every entry in the developmental table, with probability (1-λ) the cell type at the next 
developmental step is quiescent (type 0); with probability (λ), the cell type at the next 
developmental step is generated by a uniform random distribution among the other 
cell types (type 1 or 2).   

Previous work [16] has shown that Lambda is able to discriminate genotypes that 
will end up with very long or extremely short trajectories and attractors. In this paper 
we investigate relationship between λ, as a genotype measurement, and emergent 
structural complexity of the corresponding phenotypes. 

6 Experimental Setup 

Two different sets of experiments are conducted. First, the four different complexity 
measures in Table 1 are tested. 100 developmental tables are generated for each λ 
value with granularity 0.01. The correspondent genotypes are developed starting from 
a single cell on different cellular architectures (1, 2 or 3D with 3, 5 or 7 neighbors), as 
specified in Table 2, experiment 1. The structural complexity is then measured for the 
whole trajectory and for the attractor. 

Plots from Figure 1.1 to 1.7 show the results for each configuration in Table 2 – 
experiment 1, where the four lines represent the complexity measures in Table 1. The 
x-axes plots the whole Lambda spectrum whether the y-axes is the measured structur-
al complexity. 
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Table 2. Experiment configurations 

Dimensionality Size Cells Neighborhood radius 

Experiment 1: 
1D 9 9 3 

1D 9 9 5 

1D 16 16 5 

1D 8 8 7 

2D 3x3 9 5 

2D 4x4 16 5 

3D 2x2x2 8 7 

Experiment  2: 
1D 25 25 3 

1D 27 27 3 

1D 25 25 5 

1D 27 27 7 

2D 5x5 25 5 

3D 3x3x3 27 7 

 
The results show that there is a clear relation between the genome parameter value 

and all the complexity measures, independently from the dimensionality, neighbor-
hood configuration and grid size. Moreover, it is clear that such complexity measures, 
in relation to λ, are able to characterize both trajectory structural complexity and at-
tractor structural complexity.  In  most  of  the  cases, the four lines are almost always 
overlapping, except for some trajectories with λ value between 0 and 0.4, which 
represents the ordered behavioral regime. In conclusion, it is not necessary to perform 
expensive rotation and translation before the actual compression. Thus, in the re-
mainder of the paper, the term structural complexity refers to the approximation of 
Kolmogorov complexity using Deflate as an implementation of Lempel-Ziv. 

In the second set of experiments, more accurate tests are performed. 1000 deve-
lopmental tables are generated for each λ value with granularity 0.01. The correspon-
dent genotypes are again developed starting from a zygote on different cellular  
architectures as shown in Table 2, experiment 2. The structural complexity for trajec-
tory and attractor is measured in relation with Lambda and compared with the corres-
pondent trajectory and attractor length, measured as the number of development steps. 
Results are shown in Figure 2.1 to 2.6. 
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Fig. 1. Results for the first set of experiments defined in Table 2. Lambda on x and structural 
complexity on y. Lines 1, 2, 3 and 4 represent the measures in Table 1. 
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Fig. 2. Results for the second set of experiments defined in Table 2 

7 Discussion 

The experiments presented show that the proposed measure of phenotypic structural 
complexity is able to capture emergent properties of artificial developmental systems. 
Figures 2.1(a) and 2.2(a) show consistent results with those obtained by Langton [6], 
where Lambda is not able to accurately describe the search space for 1D CA with 
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rather small neighborhood radius and 3 cell types. Remarkably, the structural com-
plexity describes well the parameter space, with low complexity when Lambda is 
close to 0 and higher complexity where λ reaches the critical value around 0.66. This 
can be observed in Figure 2.1(b) and 2.2(b). If only the plots (b) are analyzed, from 
2.1(b) to 2.6(b), it is possible to spot that the structural complexity curve has the same 
shape for any configuration. 

For 1D CA with small neighborhood the curve is flattened whether for 1D with 
bigger neighborhoods, 2D and 3D is wider. Overall, the maximum structural com-
plexity that emerges is always slightly over 0.6, meaning that adding dimensions to 
the developing structure and keeping the total number of cells constant does not in-
crease the structural complexity of the developed organisms. In that sense, 1D, 2D 
and 3D organisms with same size have the same relative potential to show complex 
structures. This is an interesting result if one considers adding a new dimension to an 
EvoDevo system to achieve higher structural complexity. Again, it is possible to ob-
serve this result comparing Figure 2.3(b) and 2.5(b) where the developing structures 
are 1D and 2D respectively, both with 25 cells and 5 neighbors.  Same result for Fig-
ure 2.4(b) and 2.6(b), using 1D and 3D CA, both with 27 cells and 7 neighbors. 

Comparing Figure 2.4(b) and 2.5(b), it is possible to observe that moving from a 
1D CA to a 2D CA the parameter region with higher structural complexity is larger 
with a single dimension. In fact, the shape is more stretched and almost flat on the 
peak, whether with two dimensions becomes spikier. This seems to be an effect of the 
enlarged neighborhood. Looking carefully at plot in Figure 2.6(b), this effect caused 
by an increased neighborhood is still noticeable, even if mitigated by the addition of 
dimensions. The same behavior is not present in Figure 2.3(b), where development 
happens on a 1D automaton and structural complexity is analogous to 2D automaton 
with same neighborhood configuration and same number of cells, as represented in 
Figure 2.5(b). 

Overall, it appears that extending the neighborhood setting results in a wider area 
where higher structural complexity is reachable. On the other hand, moving from a 
one-dimensional structure to a two or three-dimensional structure produces more 
sudden increases in structural complexity for parameter values between 0.3 and 0.5. 

8 Conclusion 

This paper investigated the emergent structural complexity of artificial cellular organ-
isms at the phenotype level, using approximations of Kolmogorov complexity. Since 
Kolmogorov complexity in not computable in theory, Deflate compression algorithm 
based on Lepmpel-Ziv has been used. Such complexity measure is well suited for 
understanding emergent properties of artificial developmental systems. In particular, 
it has been shown that structural complexity is strongly related to Lambda genome 
parameter and its ability to detect different behavioral regimes. This makes it possible 
to understand if genome information could be used to predict the emergent structural 
complexity of developing phenotypes. Moreover, the measurement we have used is 
dimensionality independent and has been experimented on 1D, 2D and 3D CA.  
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Another observed result is that structural complexity has shown to be powerful 
enough to characterize the parameter space even when the dimensionality, number of 
states per cell and neighborhood size are rather small. In such cases, it would not be 
possible to obtain predictions about trajectory and attractor length at the genotype 
stage, thus being uncertain about the emergent behavioral regime of the system. As a 
future work, it may be possible to exploit the potential of Lambda genome parameter 
to guide evolution towards desirable levels of phenotypic structural complexity. 

Acknowledgment. Thanks to John Anthony for carrying out part of the experimental 
work during his master thesis project. 
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Abstract. Many decisions that are needed for the planning of the software de-
velopment project are based on previous experience and competency of project 
manager. One of the most important questions is how much effort will be ne-
cessary to complete the task. In our case, the task is described by the use case 
and manger has to estimate the effort to implement it. However, such estima-
tions are not always correct, not estimated extra work has to be done some-
times. Our intent is to support manager’s decision by the estimation tool that 
uses know parameters of the use cases to predict other parameters that has to be 
estimated. This paper focuses on the usage of our method on the real data and 
evaluates its results in real development. The method uses parameterized use 
case model trained from the previously done use cases to predict extra work pa-
rameter. Estimation of test use cases is done several times according to the 
managers needs during the project execution. 

Keywords: software development, estimation, SVM, fuzzy rules. 

1 Introduction 

Estimation of the work effort, risk factors and other parameters is one of the most 
important tasks in the software planning. These parameters influence of the cost of the 
project is very important for the project managers that are pushed to estimate the cost 
at the very beginning of the project. From the systematic point of view, the decision 
support process can be established when the knowledge about previous similar 
projects is available. It is important to mention that presented decision support ap-
proach takes place after the analysis phase of the software development process. In 
many companies such estimations are done repeatedly during the development 
process and the estimation can be re-evaluated several times. 

The idea is to support the estimation with the use of methods that are not common 
in this area and can bring a new view to the area. Our approach can help manager to 
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estimate the project complexity and the risk of additional work for new projects based 
on the analysis of use cases. The method uses knowledge base of previous (historical) 
use cases and provides a decision support in the form of a probability given by esti-
mation of extra work in the project and is based on the usage and fuzzy rules [26].   

This paper describes an experiment that extends our previous work on software 
project decision approach by the results from the real usage and SVM is used as a 
second prediction method [18]. The estimation experiment was performed on the use 
case data set from one big long term project in real company. The company has its 
own standardized way how to describe use cases and stores a lot of use case parame-
ters. Thus, the company has an ideal experimental environment for testing of our ap-
proach. Our experiment was performed as a simulation of real development. Data set 
was divided into sets according to the periods of real development and test data sets 
(use cases) were selected by the project manager. The goal of our experiment was to 
test, whether our approach could be really supportive for the parameters estimation in 
real usage. 

1.1 State of the Art 

Many formal methods were published in the area of estimation for software develop-
ment project. In early 90s, Heemstra presented the basic ideas why, when and how to 
estimate projects in paper “Software cost estimation. In Information and Software 
Technology” [11]. This paper speaks about importance of estimation of the projects. 
Many companies do not make estimations at all. Even if they make an estimation, it 
does not correspond to reality. We are focused on the methodologies of project effort 
estimation based on use cases. Therefore, next paragraphs describe methods based on 
use case approach that are mainly used in the use case driven development. 

The COCOMO methodology computes effort as a function of program size and set 
of cost drivers on separate project phases. The name of the model, which was origi-
nally developed by Dr. Barry Boehm and published in 1981 [12], is Constructive Cost 
Model. Dr. Barry Boehm found out a formula computing the classification of separate 
cost drivers. 

Another methodology [14] computes the project estimation using complexity of 
use cases and its transactions applying the set of adjustment factors. 

One of the publications about prediction or estimation of software projects is De-
fect Inflow Prediction in Large Software Projects [13]. It presents a method to con-
struct prediction models of trends in defect inflow in large software projects. They are 
focused on two types of the prediction models. It is short-term and long-term predic-
tion model. First one predicts the number of defects, which are discovered in the code 
up to three weeks. Long-term prediction models predict the defect inflow for the 
whole project. In our approach, we focus on predicting parameters of the software 
project or more precisely use case and its extra work parameter.  

Usually, the project estimation methodologies and approaches based on the soft-
ware project parameter analysis rely on known static relationship between parameters. 
In contrast, the presented approach is based on data mining and machine learning. The 
method learns the relations and rules from provided knowledge base and in reality 
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creates a model of particular company with its business processes, software develop-
ment processes, team management etc.  

Our approach is based on our previous research that is described in the paper [26]. 
The method is fully automated and no external knowledge in the form of parameter 
ranges and so on is required.  

The paper is organized as follows: Section 2 introduces the methods used for the 
estimation; Section 3 describes the logic of our approach: the parameterization of the 
recent use cases, the parameterization and adding of the new use case, the processing 
of the data set by fuzzy rules or by SVM, and the estimation of the extra work para-
meter; Section 4 depicts realized experiment and results; concluding Section 5 pro-
vides a summary and discusses the planned future research. 

2 Brief Introduction of Methods 

2.1 Evolutionary Fuzzy Rules 

 Evolutionary fuzzy rules [24, 17] (FRs) are fuzzy classifiers heavily inspired by the 
area of information retrieval (IR). In the IR, extended Boolean IR model utilizes fuzzy 
set theory and fuzzy logic to facilitate flexible and accurate search [25]. It uses ex-
tended Boolean queries that contain search terms, operators, and weights and eva-
luates them against an internal representation (index) of a collection of documents. 
FRs use similar data structures, basic concepts, and operations and apply them to 
general data processing such as classification, prediction, and so forth. 

The database used by the FR is a real valued matrix. Each row of the matrix cor-
responds to a single data record which is interpreted as a fuzzy set of features. Such a 
general real valued matrix D with m rows (data records) and n columns (data 
attributes, features) can be mapped to an IR index that describes a collection of  
documents. 

The FR has the form of a weighted symbolic expression roughly corresponding to 
an extended Boolean query in the fuzzy IR analogy. The predictor consists of 
weighted feature names and weighted aggregation operators. The evaluation of such 
an expression assigns a real value from the range [0,1] to each data record. Such a 
valuation can be interpreted as an ordering, labeling, or a fuzzy set induced on the 
data records. 

The FR is a symbolic expression that can be parsed into a tree structure. The tree 
structure consists of nodes and leafs (i.e. terminal nodes). In the fuzzy rule, three 
types of terminal nodes are recognized: 

1. feature node which represents the name of a feature (a search term in the IR analo-
gy). It defines a requirement on a particular feature in the currently processed data 
record. 

2. past feature node which defines a requirement on certain feature in a previous data 
record. The index of the previous data record (current - 1, current - 2 etc.) is a pa-
rameter of the node.  
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3. past output node which puts a requirement on a previous output of the predictor. 
The index of the previous output (current - 1, current - 2 ) is a parameter of the 
node.  

An example of FR written down using a simple infix notation is given bellow: 
  
feature1:0.5 and:0.4 (feature2[1]:0.3 or:0.1 ([1]:0.1 and:0.2 [2]:0.3)) 
 

where feature1:0.5 is a feature node, feature2[1]:0.3 is a past feature node, and [1]:0.5 
is a past output node. Different node types can be used when dealing with different 
data sets. For example, the past feature node and past output node are useful for the 
analysis of time series and data sets where the ordering of the records matters, but 
their usage is pointless for the analysis of regular data sets. The feature node is the 
basic building block of predictors developed for any type of data. 

Operator nodes supported currently by the fuzzy rule are and, or, not, prod, and 
sum nodes but more general or domain specific operators can be defined. Both nodes 
and leafs are weighted to soften the criteria they represent. 

The operators and, or, not, prod, and sum can be evaluated using fuzzy set opera-
tions. Fuzzy set operations are extensions of crisp set operations on fuzzy sets [7]. 
They are defined using the characteristic functions of operated fuzzy sets [22]. In [7] 
L. Zadeh defined basic formulas to evaluate the complement, union, and intersection 
of fuzzy sets but besides these standard fuzzy set operations, whole classes of  
prescriptions for the complements, intersections, and unions on fuzzy sets were  
defined [19]. 
   This study employed standard t-norm (1) and t-conorm (2) for the implementation 
of and and or operators and fuzzy complement for the evaluation of the not operator 
(3). Product t-norm (4) was used to evaluate the prod operator and dual product  
t-conorm (5) was used to evaluate the sum operator.  

 

 , ,    (1) 

 , ,    (2) 

 1    (3) 

 ,    (4) 

 ,    (5) 

The FR is a simple version of a general fuzzy classifier. In contrast to more com-
plex fuzzy rule-based systems that usually constitute traditional fuzzy classifiers, it 
consists of a single expression that describes soft requirements on data records in 
terms of data features. The fuzzy rule modelling selected attribute of a data set is in 
this study created by the means of genetic programming [16]. The tree structures of 
parsed fuzzy rules are evolved by iterative application of crossover, mutation, and 
selection operators in order to find an accurate model of the training data. The IR 
measure F-Score was used as fitness function [24]. 
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For more information about fuzzy rules, their structure, weighting, evaluation, and 
evolution see [24, 17]. 

2.2 Support Vector Machines 

Support vector machines (SVM) represent a family of supervised machine learning 
tools based on statistical learning theory originally proposed by Vapnik [23, 18]. 
SVM were designed to find an optimal directed hyperplane separating two non-
overlapping classes of data with the help of support vectors (i.e. the points in the  
data closest to the separating hyperplane) [18]. However, later extensions enabled  
the SVM to learn and classify multiple classes of data, overlapping classes, and  
noisy data by the introduction of slack variables ,  that enable soft-margin  
classifiers [20, 18]. 

The SVM uses a linear separating hyperplane to construct a classifier with maxi-
mum margin by the means of constrained non-linear optimization [23]. Data that is 
not lineary separable can be processed by the SVM with the help of kernel substitu-
tion (kernel trick), i.e. a transformation of input data to a high-dimensional feature 
space where it might be lineary separable [21, 18]. The SVM combine both, success 
in practical applications and well-established theoretical background. 

The basic SVM for binary classification aims to learn a decision function [18] 
 

 ⋅                  (6) 
 

where ⋅ is dot product, x is the set of input data vectors (points) , , … ,  and 
 is the vector of corresponding labels , , … , , subject to 1. In a 

geometrical representation, the hyperplanes ⋅ 1 and ⋅ 1  are 
called canonical hyperplanes and the area between them margin band. Maximizing 
the margin (i.e. finding optimal hyperplane) involves maximization of the function  
 

 ∑   ∑  , ⋅               (7) 

 
subject to 

 
 0, ∑  0                 (8)  

 
where  is a kernel used for mapping of input data to high-dimensional feature 
space (kernel substitution) and ,  are Lagrange multipliers. Bias  is given by 
[18] 
 

  max| ∑  ,  min| ∑  ,          (9) 

 
The learning of a SVM can be formulated as a quadratic programming problem 

and implemented using quadratic programming methods [18]. 
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3 Logic of the Approach 

This section contains information about the logic of the approach. The approach is 
based on the approach described in our previous paper [26].  

The approach is focused on estimation of future parameters of the use case based 
on the known parameters in the beginning of the project. For the estimation this ap-
proach uses fuzzy rules or SVM methods. Section 4 Experiments and Results shows 
successfulness of the particular methods.  

The figure 1 depictures simplified view of process of current approach. In the left 
side of the figure you can see values parameterizations of the particular use cases. 
This set of the use cases is divided into two parts.  

─ The first part is fulfilled by use cases of recent projects – these use cases have ful-
filled all the parameters, known on beginning and also parameters known after rea-
lization. For example extra work parameter. 

─ The second part is fulfilled only by one use case of a new project. This use case 
have fulfilled all the parameters known on the beginning and the question is how 
will be its remaining parameters which you can find out only after its realization.. 

If the new project has more use cases, the approach is repeated for every use case 
sequentially. The process continues with decision if to use processing by SVM (action 
2) or by fuzzy rules (action 1). This is a step how we predict parameters of a use case 
that we can know only after project - extra work. 

 

Fig. 1. The logic of the approach 
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In short, there are 2ways how to use our approach: 

1. Predicting parameters by SVM. 
2. Predicting parameters by fuzzy rules 

Results of tests of our approach are described in the section 4 Experiments and  
Results. 

4 Experiments and Results 

The experiment was performed on one data set from one big project. The data set 
describes development of software project by the means of use case scenarios and its 
attributes in real software company. The project has more than 1000 use cases of dif-
ferent difficulty. Use cases were implemented between January 2008 and January 
2013. Experimental data set was divided into six groups according to the use case 
development time line. It means that first group of use cases was developed at the 
beginning of the project starting from January 2008 and the last group was imple-
mented at the end of the data time range that ends on January 2013. 

Parameters of FR and SVM used in this study are shown in Table 1. The 
parameters selection was based on best practices, previous experience, and grid search 
for SVM parameters. 

Table 1. Algorithms and settings 

Algorithm Parameters 

FR 
Population size 100, crossover probability  0.8, mutation probability  0.02, 100000 

generations, fitness function F-Score with 1  [24] 

SVM 
C-SVM with radial basis function kernel | | , 1 ⋅ 10 , cost 1 ⋅ 10 , and 2 

   
The data sets were divided into training and test subsets. Prediction models were 

trained from the data sets in six steps. In the first step, prediction model was trained 
from the first part of the data set and consequently used to predict the presence of 
extra work for the test sample set that always contains 10 use cases that has to be 
predicted. Next, the prediction model was trained from first and second data sets and 
used to predict presence of extra work parameter for the second test sample that con-
tained 10 use cases that has to be predicted. Then, the training of the prediction mod-
els continues with the addition of data sets 3, 4, 5, and 6. Prediction test were  
performed in each step when the new data set was added to the training of the predic-
tion model. The results (precision) of training and test data sets using FRs and SVM 
methods are shown in the following tables (Tables 2-5). The FRs were evolved using 
genetic programming which is a stochastic method. Because of that, 30 independent 
models were evolved for each subset in each scenario. 

The tables show classification precision, sensitivity and Specificity of training and 
test data sets for SVM and FR methods. 



44 S. Štolfa et al. 

 

Table 2. Training precision, sensitivity, and specificity for SVM method 

TRAIN All Pos Neg Precision Sensitivity Specificity 

s1 561 191 370 68,0927 0,7 0,67984934 

s2 671 223 448 69,0015 0,69230769 0,68987342 

s3 781 260 521 71,959 0,59808612 0,76398601 

s4 891 294 597 72,9517 0,61471861 0,76969697 

s5 1001 328 673 72,8272 0,609375 0,76912752 

s6 1111 352 759 74,2574 0,62790698 0,77725674 

Table 3. Testing precision, sensitivity, and specificity for SVM method 

TEST All Pos Neg Precision Sensitivity Specificity 

s1 10 5 5 40 0 0,44444444 

s2 10 4 6 90 1 0,85714286 

s3 10 2 8 90 1 0,88888889 

s4 10 4 6 100 1 1 

s5 10 2 8 70 0,33333333 0,85714286 

s6 10 4 6 90 0,8 1 

Table 4. Training precision, sensitivity, and specificity for FR method 

TRAIN All Pos Neg Precision Sensitivity Specificity 

s1 561 191 370 69,9822 0,573775 0,748373 

s2 671 223 448 69,1456 0,542174 0,760677 

s3 781 260 521 65,1302 0,53798 0,779098 

s4 891 294 597 66,8088 0,562 0,777772 

s5 1001 328 673 64,5721 0,529243 0,77121 

s6 1111 352 759 71,1041 0,582913 0,79196 

Table 5. Testing precision, sensitivity, and specificity for FR method 

TEST All Pos Neg Precision Sensitivity Specificity 

s1 10 5 5 36 0,190476 0,242857 

s2 10 4 6 67,3333 0,499444 0,619365 

s3 10 2 8 56,6667 0,385873 0,658148 

s4 10 4 6 72,3333 0,669021 0,714444 

s5 10 2 8 52 0,189259 0,718333 

s6 10 4 6 62,6667 0,499577 0,602024 

 
Tables show that the SVM was able to learn the data well. The average learning 

precision of FR-based models was worse than those of SVM. Precision of the first 
training set is 68%, but the test showed only 40%. Training precision for second and 
all other data sets is between 69%-74%. Precision of test data for those data sets is 
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between 90%-100% with one exception in test s5 with precision 70%. FR results 
show that the precision for training sets is between 64%-71%. Test precision for those 
data sets is between 36%-72%. The FR-based models are less numerically stable but 
the best models achieved better prediction than SVM-based models. Moreover, they 
are directly interpretable due to their symbolic nature and can be used to provide 
feedback to the software development process. The SVM-based models on the other 
hand are stable and their learning is faster. 

5 Conclusion and Future Work 

The main question of this experiment was to answer the question, whether our ap-
proach is able to predict the extra work parameter for use cases that were selected by 
the manager of the project. Manager has selected use cases from each period of time. 
The selection was made for all data sets that represent a periods of development time. 
Managers’ selection was made on the basis of his preference, for which use cases 
from each period of time he would like to know the prediction most. 

The result show that for the first set of test use cases the prediction precision was 
only 40% and 36% for SVM and FR methods respectively. This is not a satisfactory 
result for manager. When second data set was added to the training set, the result 
precision was 90% and 67% for SVM and FR respectively. These results started to be 
more satisfactory for the manager and predictions for next data sets started to be good. 
However, the test for the fifth data set showed high decrease of probability. The pre-
cision for the training data set shows no high deviation from other tests, but the preci-
sion of the test set is significantly lower than other results. According to us, this  
deviation is caused by the selection of the use cases that are somehow not really  
very well predictable by people and the experiment shows that there are not really 
precisely predictable by our method as well. 

The result of the tests shows also a better precision of the SVM method than FR 
method. Comparison of these methods was not a goal of this experiment and will be 
more tested in the future. 

We have performed a very constrained experiment that showed the applicability of 
the automated methods for the prediction of software development parameters. The 
problem is that our presented method is still not good enough to be a right supportive 
tool. Our intention is to adjust the approach and perform more comprehensive test to 
improve and confirm precision of predictions. The goal is also to predict as many 
other parameters as possible, like e.g. effort, time, resources etc. There is still a lot of 
work to do, first of all, we would like to properly set, describe the fitting and extend 
the set of parameters that are inputs for the predictions extend the method and start to 
use it in real environment. 
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Abstract. Performance guarantee and management complexity are critical  
issues in delivering next generation infrastructure as a service (IAAS) cloud 
computing model. This is normally attributed to the current size of datacenters 
that are built to enable the cloud services. A promising approach to handle these 
issues is to offer IAAS from a subset of the datacenter as a, biologically in-
spired, virtual service cell. However, this approach requires effective strategies 
to ensure efficient use of datacenter resources while maintaining high perfor-
mance and functionality for the service cells. We present a multi-objective and 
multi-constraint optimization (MOMCO) strategy based on genetic algorithm to 
the problem of resource placement and utilization suitable for virtual service 
cell model. We apply a combination of NSGA-II with various crossover strate-
gies and population sizes to test our optimization strategy. Results obtained 
from our simulation experiment shows significant improvement on acceptance 
rate over non optimized solutions.   

Keywords: Cloud computing, IAAS, biologically-inspired, NGSA-II. 

1 Introduction 

Cloud computing, as an emerging paradigm, provides a cost effective and flexible 
model for performing computationally and data intensive tasks. Examples of such 
tasks include large-scale scientific data analysis, numerical analysis [3], multimedia 
applications [1], high performance scientific computing [2, 3], and internet-enabled 
content storage and delivery [2]. In this model, users are allowed to use resources on 
Pay-Per-Use basis and thereby eliminating any upfront investment [3] [2]. Infrastruc-
ture As A Service (IAAS) is a common model of delivering cloud computing. IAAS 
offers low-level components as Virtual Machines (VMs), which can be booted with a 
user-defined hard-disk image, and network resources as services. To meet the re-
quirements of scalability, resources deployed in datacenter to enable IAAS can be 
extremely large. A typical cloud datacenter may comprise thousands of network and 
IT resources [4]. The magnitude of these resources and the technologies required to 
enable the cloud services, such as virtualization, raises numerous management and 
performance challenges including efficient resource utilization, flexibility, and scala-
bility [3]. Numerous proposals, including live migration [5], to meet these challenges 
are available in the literature.  
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Inspired by the concept of biological cell [6], a new approach to meet these chal-
lenges proposed in [7] envisions template based converged (network and IT) virtual 
service cell (vCell) similar to a biological cell. We refer to this cell as virtual service 
cell [8] offered in Virtual Cells As A Service (vCAAS) model of  IAAS. The orga-
nelles, substrates, and enzymes in biological cells (e.g. mitochondria, endoplasmic 
reticulum (ER), the Golgi complex, trans Golgi network) interact, based on the chem-
ical reactions between the interacting component and the task to perform, to realize 
specific cell functions [9]. This type of interaction is similar, in context, to the kind of 
interaction in a vCell. The intracellular membrane-bound structures and their interac-
tion here are the VMs and network links respectively. In vCAAS, the vCell is totally 
isolated from other tenants in the datacenter and the owner controls the entire compo-
nents in the service cell from a template via a service console [8]. 

In this paper, we extend our previous work [8] with  optimization algorithms for 
solving vCAAS delivery problems. We specifically focus on requests acceptance and 
resource utilization problems in vCAAS. Our work implements the solution using 
non-dominated sorting genetic algorithm-II (NSGA-II). Mathematical models for the 
problems are formulated and the optimization strategy tested in a simulation experi-
ment. We argue that virtual service cell model, as an emerging paradigm, can benefit 
immensely from existing natural mechanisms for managing complexity. The rest of 
the paper is formulated as follows. Section 2 gives a brief description of our proposed 
approach, section 3 presents an overview of related works, section 4 proposes the 
multi objective multi constraint solution to the problem of request acceptance and 
resource placement in vCAAS, section 5 presents the result of our experiment, and 
section 6 concludes the paper and gives an insight into our future work. 

2 Virtual Infrastructure Cell 

vCAAS envisages a request for large number of virtual resources as a vCell. Request 
for vCell is submitted in a template. Each vCell is characterized with a service level 
agreement (SLA) contained in the template which defines important components of 
the vCell such as number of VMs, type and size of the VMs, storage, and network 
requirements for intra vCell communication. Similar to biological cell, each vCell is 
self-contained and has its own control and management services. The fundamental 
assumptions made in vCAAS are that VMs interact to execute a task thereby incurring 
communication overheads. Furthermore, vCAAS Virtual Infrastructure Provider 
(vCAAS-VIP) may allocate VMs from multiple physical hosts to achieve business 
and functional objectives and a virtual machine utilizes any available resource in the 
resident vCell to execute a task. 

Various actors interact to deliver vCAAS. Physical resources owned by vCAAS 
physical Infrastructure Providers (vCAAS-PIP) are accessed and virtualized by 
vCAAS-VIP - also acting as a broker. vCell creation starts with a submission of re-
quests to vCAAS-VIP.  vCAAS-VIP then query all vCAAS-PIP and select one. To 
meet the requirements of the vCell request, vCAAS-VIP evaluate existing resource 
pool and consults vCAAS-PIP to appraise available resources suitable for the submit-
ted request. vCAAS-VIP then virtualize and offer the vCell to satisfy initial request. 
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The proposed service cell model offers many advantages to next generation cloud 
computing. This approach reduces the size of management space to only vCell, allows 
components in the same vCell share available resources, and provide secured infra-
structure [7]. Also, using the template mechanism, similar to biological cell, vCAAS 
offers better performance in service creation or replication of existing virtual service 
cell [8] than traditional cloud provisioning.  

3 Related Works 

The application of genetic mechanisms in systems to solve diverse problem types is 
common in the literature. Example of successful applications include Condor-G [10] 
and recently in Cloud Computing  [11].  Enormous literature [12-16] exist on the 
application of genetically inspired heuristics and Meta heuristics to solve known NP-
Complete problems. Liu and Tan [15] implemented evolutionary particle swarm op-
timization to solve bin packing problem that adopts random speed to position the 
particles. Population based local refinement method mimicking evolutionary selection 
process is demonstrated in [16] to solve two dimensional bin packing problem. In 
both [15] [16] mentioned hybrid variations of genetic applications.   The use of non-
dominated sorting genetic algorithm-II (NSGA-II) is known to perform efficiently in 
solving non-convex, disconnected, and non-uniform Pareto fronts [17].  

In solving a problem using Multi objective evolutionary algorithm (MOEA), [14] 
identified individuals, population, fitness, and generic operators as major components 
which can be used to perform selection, re-combinatory, and mutation. In MOEA, 
coded representations (chromosomes) that represent decision variables in an optimiza-
tion problem are used as input to crossover and mutation operators [14, 18, 19]. The 
right size of initial population to generate new solution is critical to the success of 
evolutionary algorithm. [19] proposed a technique for calculating the minimum popu-
lation to start the evolution and Cluster analysis [20] has been used in many genetic 
algorithms to reduce the size of the population before reproduction is carried out. The 
cluster analysis partitions a collection of p elements in q groups of homogenous ele-
ments, where q < p and characteristic or centroid element for the cluster is then  
selected.  

Our work builds on the above scholarships and proposes an optimization strategy 
suitable for next generation converged (computation, storage, and network) cloud 
service [7, 8].  

4 Multi Objective Optimization for vCAAS 

The requirement to achieve many objectives and constraints in vCAAS model is a 
feature that characterized such problem as MOMCO. vCAAS optimization requires 
achieving maximum request acceptance and high physical host utilization through 
effectient VM placements (Figure 1). The problem can be reduced [21] to bin packing 
problem - a well-known NP-complete problem. Using Cook’s theorem [21], the prob-
lem of vCAAS resource provisioning can also be viewed as NP-complete with the 
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added requirement that all vCell must be accepted or request for a vCell is rejected. 
Other additional constraints are communication overhead and the unknown size of 
request common in cloud environment. 

 

Fig. 1. Optimization problem in vCAAS. H:host, VM:virtual machine 

Based on the description of vCAAS presented in section 2, we formulate a multi 
objective optimization strategy for vCAAS delivery. We begin with a single objective 
formulation of the problem. As mentioned in section 2, the most important objective 
to optimize, from vCAAS-VIP perspective, is acceptance of requests. Hence we start 
with the single objective as: 

 max ∈∈  (1) 

 
. .  ∑ ∈         m= |r|  (Cohesiveness) 

 
(2) 

 , 1∈ ∈ Singularity  (3) 

 
∑ ,∈   (Hosts capacity) 

 
(4) 

 , 1                    0                         (5) 

v is the VM request, WH is host capacity, and Wr is size of request, r. Equation 1 
defines single objective VM provisioning problem. The objective is to maximize the 
number of accepted Service Cell request R given the finite resources available (WH). 
The constraints (Eqns. 2, 3, and 4) require that each request from vCell is serviced 
only once. Next we extend the above formulation to a MOMCO problem based on the 
requirements of vCAAS describe in section 2. Each vCell contains several VMs and 
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placing each in different physical host generates additional communication overheads 
as a function of traffic and link characteristics. We denote this overhead as dr for vir-
tual machine interaction and formulate it as: 

 , ,  (6) 

hm,n is the location identifier (link and distance) of host id m and request n, M is the 
number of available hosts, and h0,0 is the first suitable host for the unit (VM) of re-
quest.  If we assume that host useable bandwidth, hc, is bounded by the available link 
capacity, Lc, such that hc ≤ Lc , we can estimate the value of dr as:  

 
,∈  (7) 

The objective is to minimize dr given initial bandwidth request Bw and record of VM 
placement. Variable ,  defines the use of link between initial chosen host and host j. , 0  if host j is used as VM container. Cj is the host capacity (and conversely  
the link capacity) and N is the number containers requested. Another optimization 
goal is to minimize Uj - unused resource in host j after VM provisioning. This is  
formulated as: 

 U ∈∈ ,  (8) 

Uj is expected to generate new solution with each permutation of request vector. By 
applying selection, crossover, and mutation the process can be guided toward the best 
solution.  

For a set of request R, the acceptance rate, A, is determined as the ratio of requests 
r∈R that are satisfied to the total size of all requests. We aim to maximize A as: 

 
∑ , , ∈ , ∈∈ ∑ ∈  (9) 

Subject to     | | | ,  , |    ∀ r ∈ R   is the given set of vCell requests each indexed with k, Sr,j  is the size of request 
r provisioned from host j and  is the request size for r. As defined previously, ,  is 
a binary variable which takes 1 if request r submitted in vCell  is provisioned in host 
j and 0 otherwise. The constraint enforces that all the initial resource requests for 
vCell   must be accepted otherwise the request is rejected. 

4.1 Formulating the GA 

In this section we formulate an implementation of the propose problem using genetic 
algorithm (GA) and describe the strategies adopted for the problem encoding, cros-
sover, mutation, and determining the minimum population sizes. 
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Encoding 

We encode the problem as an integer vector of size, S, representing the request. Each 
index Xn is associated with a value Vn which is the index of the resource. n represents 
the order the requests are submitted. This way, if we generate requests as a vector  
then the encoding V0 V3 V1 means that the VM requests are submitted as ordered set 
[ V , V , V   for processing. Since the requests vary in size and assuming 
offline optimization - where all initial requests are submitted at start, altering the or-
der at which the requests are sent by permutation. 

 
Ordered request V0 V1 V2 V3 V4 Vm 

Index X0 X1 X2 X3 X4 Xm 

Population 

The minimum initial population for the experiment is computed as a function of the 
VM request size and the number of iterations [19] and represented as: 

 Pr 1 12  (10) 

This has been shown to give the minimum probability that at least one allele is present 
at each locus thereby guaranteeing that every point in the search space, S, is reachable 
from the initial population by crossover only.  

Operators 

In this work we consider the partially matched crossover (PMX) strategy which has 
been shown in [22] to be suitable for similar problem and performs better than other 
techniques such as ordered crossover strategy. The technique involves initialization, 
applying the PMX crossover with probability, getting two cutting points, and getting 
the sub chains to interchange, and performing the Interchange. The mutation consi-
dered for the generating new solutions is the swapping strategy [18]. 

5 Results 

This section describes the application of the optimization model presented previously 
to the virtual service cell design problem using NSGA-II. To assess the quality of the 
NSGA-II results, various population sizes, crossover strategies, and maximum evolu-
tion are tested.  

The experiment is tested on JMetal [18] which provides a framework for multi ob-
jective optimization written in java. All experiments were implemented on a 64 bit 
Dell OptiPlex system with 8GB Ram and core 2 Duo processor running at 3.33GHz. 
We begin with investigating the improvement on acceptance due to our optimization 
strategy. We generate 10000 VMs request, from vCell templates of varying VMs size, 
to be provisioned on 500 hosts all connected on one level rack topology. In all the  
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Fig. 2. Result showing acceptance rate at various generations. NE is acceptance rate without 
optimization. 

subsequent experiment, crossover and swap mutation probability are fixed at 0.95 and 
0.2 respectively. The binary tournament is used as the selection operator. In this expe-
riment a combination of first fit and NSGA-II is implemented to calculate the number 
of accepted virtual cell requests. 

As shown in figure 2, the First Fit greedy force algorithm (labeled NE) mean  
of best and average solution are 52% and 34% acceptance rate respectively. Our  
optimization strategy at evolutions range 100-1500 improved the initial solution by  
up to 90%. 

We then compare the result obtained from the first experiment with a solution of 
different crossover strategy. Using two crossover strategies - partial match crossover 
(PMX) and 2 Way crossovers (2WX) - and various iteration values, the improvement 
on the acceptance rate is maintained by up to 50% (Figure 3) from initial non opti-
mized best fit allocation. This improvement is true for both the crossover strategies 
with increasing number of generations. The improvement is incremental until a satu-
ration point is reached at which small change on the result is obtained. However, fig-
ure 3 shows that PMX slightly performs better than 2WX for our problem, though the 
change is not significant as shown in the graph. 

To further investigate the strength of PMX over 2WX, we conduct experiment to 
measure the time required (figure 4) to perform number of evolutions by each strate-
gy. In the 25th percentile of generation, both strategies indicate same time overheads.  

However, 2way crossover shows a slight improvement over PMX as evolutions 
approach 700.  As indicated in figure 3 very little improvements are noticed on the 
higher percentiles. This means that despite the lower time overheads shown by 2WX, 
PMX still proved suitable for the problem of virtual cell composition. 
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Fig. 3. Acceptance rate for varying number of generations 

 

  

Fig. 4. Comparing the time overheads by two crossover strategies 
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Fig. 5. Investigating the impact of varying population sizes on acceptance rate 

We then investigate the impact of population on PMX. Figure 5 shows that increas-
ing the population size has significant impact on the acceptance rate at lower values 
of populations size (population size<120) and little significance on the search space 
and the performance as the population size reaches higher values. In both cases, sig-
nificant improvement is achieved by applying the optimization.  

6 Conclusion 

In this work we demonstrated two biologically inspired techniques – virtual service 
cell and genetic algorithm - applied to solve resource management problem in cloud 
computing. We begin with describing the analogy between components in biological 
cell and the virtual service cell in our proposed cloud model.  Using genetic algo-
rithm, we then applied optimization to improve resource usage and requests  
acceptance. Our work confirms the suitability of partial match crossover in virtual 
infrastructure container model. Our work explore the trade-offs associated with higher 
performance of virtual infrastructure container and time overheads required to achieve 
higher result in terms of request acceptance. In this work we focus on very simple 
network topology, we hope to advance the techniques to complex hierarchical  
network topologies in the future. 
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Abstract. There are many processes in companies that are enacted many times 
every day. The key issue of the company management is to control the compa-
ny cash flow and try to optimize the cost of everyday operations. There are 
many ways how to support the process enactment, but at the end, when there 
are some data from the process usage, the analysis of the efficiency is needed. 
One of the ways how to analyze the process and effectively analyze the process 
data is to use process mining methods. In this paper, we present the usage of 
process mining methods to real invoicing process and show the possible impact 
of the results to the process or organizational improvement. 

Keywords: process mining, case study, SAP, process improvement. 

1 Introduction 

Companies enact most of their key business processes with the support of information 
systems. Enacted processes are represented by workflows, partly managed by the 
information system, partly managed by users’ decisions and activities. It is not easy to 
understand whether the specific process runs efficiently, because usually many vari-
ous activities are processed in parallel and process definition allows plenty of process 
enactment variations. Our task was to analyze specific process with request to suggest 
steps for its simplification, curtailment and enact the process cheaper. 

First of all, we have found that even when processes are enacted in standardized 
platform (SAP), the requested information for process analysis using process model 
and monitoring of its enactment is not available. We have decided to apply the 
process mining approach that use rich information log saved by the SAP within the 
process enactment. This approach enabled us to start analysis immediately without 
long term process modeling and implementation phases. 
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Our paper is organized as follows: Section 2 introduces the state of the art;  
Section 3 depicts the experiment that we have performed: describes the data that we 
have obtained; shows the usage of the process mining methods and explains obtained 
results and its interpretation in real business; concluding Section 4 provides a  
summary and discusses the planned future research. 

2 State of the Art 

In last decades, systems started to be more and more process oriented [1]. The shift to 
process oriented systems was motivated by the idea of supporting systems to the daily 
business, to shift the knowledge about operations that could be described as processes 
from humans to systems. Process oriented systems started to be worshiped as the only 
way to control the processes and activities that has to be enacted. The knowledge 
about the processes and their enactment was transferred to the systems. 

The shift from the data oriented systems to the process oriented systems brought 
the companies tools to control and check the enactment of the processes and resources 
that are involved. 

However, to build a quality process oriented system means to build a system sup-
ported by workflow system. There are many reasons why this is not always possible, 
such as a cost, change of doing things very often etc. Thus there are many systems 
that are process supportive but not exactly process driven like ERP systems (SAP, 
CRM systems, B2B systems and many other types of information systems). Some-
times these systems are not even aware of the processes that are supported. Processes 
were not defined at the beginning of the systems implementation or were defined but 
lost in the long term usage and maintenance of the system. 

The need of the proper knowledge about the business data led to the usage of Busi-
ness intelligence (BI) tools. Since the systems shifted from the data oriented to the 
process oriented systems, new subdomain of BI, Business process intelligence (BPI), 
was defined. BPI and its supportive tools help users to manage process execution 
quality by the analysis, prediction, monitoring, control and optimization [2]. 

On the other hand, there is a Business process management (BPM). BPM [3] can 
be defined as whole business company process management and optimization. Its 
concern is on the process improvement and its alignment to the needs of clients. BPM 
lifecycle consist of design, modeling, execution, monitoring and optimization. It 
means that the BPM take care of the composition, enactment and analysis of the oper-
ational business processes. 

Business process definitions are sometimes quite complex and allow many varia-
tions. All of these variations are then implemented to supportive systems. If you want 
to follow some business process in a system, you have many decisions and process is 
sometimes lost in variations. Modeling and simulations can help you to adjust the 
process, find weaknesses and bottlenecks during the design phase of the process. 
Sometimes you can guess or know the patterns and occurrence probabilities of varia-
tions that are used during the execution phase. However, not even modeling and simu-
lation of the processes can tell you, how processes are really enacted in the system, 
what is e.g. the perceptual usage of the variations and whether some variations are 
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enacted at all. If you want to analyze the real usage of the system, recognize its weak-
nesses, bottlenecks or strangeness on the real data, you have to know how the process 
was followed in reality. Process mining is an approach that is used for the analysis of 
real enactment of the processes. Process mining uses logs of real process enactments 
to analyze the process itself. Process mining can answer you the question, how the 
process was really executed, which variations were used and what are the probabili-
ties of the enactment of each process variation. Process mining can be seen as a sup-
portive method for the BP and BPI analysis and from the perspective of BPM, can be 
used as a feedback to the BPM methods [4].  

2.1 Related Work – Case Studies 

There is a lot of papers that describe new ways or improvements of methods, tech-
niques and algorithms used in the process mining. Surprisingly only several papers 
are focused on the case studies, it means, in fact, practical usage of the process min-
ing.  Detailed overview of recent case studies up to 2011 can be found in [16]. Au-
thors describe 11 case studies in several domains, mainly in public services [5-15]. 

Since then, some other papers that describe the usage of process mining where 
published. In [17], authors applied fuzzy mining, trace clustering and other additional 
methodologies among ProM to analyze block movement process in shipyards. They 
used real-world event logs of the Block Movement Control System (BMCS). 

In financial sector, authors of [18] used process mining for the identification of fi-
nancial processes to analyze the compliance to the security requirements needed by 
the security audit. 

In [19], authors demonstrate the applicability of process mining to the discovery of 
processes that characterize the knowledge maintenance and the organizational pers-
pective is used to find relations between individual performers. This study was made 
on the real case of a knowledge maintenance process in aviation institute. 

The range of process mining case studies and variations of process mining types 
and methods shows the wide range of process mining applicability to answer different 
questions in different domains. 

3 Case Study 

This cases study reacts to a company request to analyze business process of the in-
voice verification in SAP system with aim to identify context in which the process is 
not effective and provide a suggestion for the process improvement. The analyzed 
company runs SAP system in five countries (with five different jurisdictions) and 
processes approx. 30 000 supplier invoices per year. 

3.1 Context 

Examined business process of the invoice verification is implemented in SAP ERP and 
SAP DMS, user activities are controlled by SAP business workflow. Users participate 
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in the invoice verification workflow in several different roles (creator, accountant – 
completion, approver, and accountant – decision and posting).  

Generally, it is process where the accountant should create the invoice, verify it, 
then send to the approvers and finally when he gets it back he does invoice posting. 
The case study is about verification of the idea about the process, find deviations and 
in case of it do retrospective view to the particular instance of invoice verification. 

3.2 Data Obtaining and Data Structure 

The main task during data preparation was to collect and adjust the application logs to 
the final structure (see Table 1) needed for the process mining analysis. Data was 
collected from the workflow system log containing most information about activities. 
It was needed then to make an adjustment, because the basic log contained the “activi-
ty” object that was split between two fields. 

The second important step was the anonymization of the data (so that no real name 
or legible ID is present in the analysis). It is possible to find back the original IDs for 
essential analysis of the real meaning of results in reality, but with the mapping keys 
only. Following Table 1 depictures the structure of the adjusted log that we have used 
for the process mining – we have collected data for all fields, but only mandatory 
fields were used for the process mining analysis. 

Table 1. Data structure of the log 

IDOBJ ID of the invoice  mandatory 

IDACTIVITY ID of the activity mandatory 

DATESTART Date when the activity started optional 

TIMESTART Time when the activity started optional 

DATEEND Date when the activity ended mandatory 

TIMEEND Time when the activity ended mandatory 

ROLE Role of the invoice processor (creator, accountant, 

approver) 

mandatory 

USER User account of the invoice processor (real user name) optional 

TRANSACTION System transaction run by the user during processing the 

activity 

mandatory 

DATA Detailed information about context of the invoice – 

specifically ORGID, INVOICETYPE, … 

optional 

 
We have loaded the log with DATEEND between 1. 1. 2012 - 30. 6. 2012, totally 

we have loaded 37 991 records for adjusting.  

3.3 Preprocessing of Data 

The main task of the data preprocessing was to map records from the application log 
to the parts of the process in the process mining.  
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The process in the process mining consists at least of: 

- Case – one pass of the process 
- Event – one step of the process 
- Start time – start time of the task 
- End time – end time of the task 
- Originator – originator of the particular task 

Our log is mapped in the following way: 

- Case – IDOBJ 
- Event – ROLE + TRANSACTION 
- End time – DATEEND + TIMEEND 
- Originator - USER 

Connection of the ROLE and TRANSACTION allows us to recognize specific activ-
ities that are performed by one role in the process. ROLE contains the information 
which role is performing particular activity (for example accountant). TRANSACTION 
contains the information about what kind of operation is doing particular role. We have 
recognized following event classes by the connection of these two attributes: 

- Invoice Creation (accountant-01) – this event in the real business process means 
completion of the invoice (scanned originals, completion of all important fields) or 
recompletion of the existing invoice.  

- Invoice Verification (accountant-02) – this event verifies the formal correctness of 
the current invoice (VAT, accounts, …) 

- Invoice Approval (approver-04) – this event approves the invoice (responsible 
persons approve the factual correctness of the invoice and approve or reject the 
invoice, or send the workflow back to the Verification/Creation) 

- Invoice Posting (accountant-05) – alternative decision of accountant (largely the 
final posting of the invoice and change of the responsible approver)  

There were found some unacceptable records in the log during preprocessing anal-
ysis. There were missing mandatory fields of Originator in some records of the log – 
the reason is that some records were not processed by manual workflow to the end, 
but were processed by automatic job without updating the application log. We re-
moved these (1279) records and all related records of the particular IDOBJ or case. So 
at the end, the analysis was performed on 36 711 records, or respectively events. 

3.4 Summary of the Log and Adjustment of Data 

The process mining tool ProM 6.2 was used for all analysis attempts [20]. 
The first step of the analysis was the analysis of the log summary. The log con-

tained 7350 cases of one process, this means 36711 events. 
The Table 2 describes occurrences, absolute or relative, of particular tasks. Task 

Approval is a most frequented task in the process.  
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Table 2. Occurrences of all events 

Event class Occurrences (absolute) Occurrences (relative) 

Approval 15524 42.287% 

Creation 7669 20,890% 

Verification 7344 20,005% 

Posting 6174 16,818% 

 
The Table 3 depictures start-event classes of the process. It means start classes that 

are starting events for at least one of process enactments. The Table 4 depictures end-
event classes of the process. It means task classes that are end for at least one of 
process enactments. Both tables show us that there are event classes that should not 
start or end the process. It can be caused by some deviations in the process. These 
deviations of start and end event classes can be target for the further analysis, but in 
our case, we are sure that correct process starts by event Creation and ends by event 
Posting every time. It is controlled by the workflow in the SAP, there are no other 
starts and ends that could be possible. Thus, the only possible explanation in our case 
is that deviations of start and end event classes are caused by the selection of the time 
segment from the log for the analysis. Some cases started before 1.1.2012 and some 
cases started before 30.6.2012 but ended after that date. It caused incomplete cases 
that have to be filtered. Nevertheless, this can be also analyzed further by other views. 

Table 3. Start events 

Event class Occurrences (absolute) Occurrences (relative) 

Creation 7218 98.204% 

Posting 122 1,66% 

Verification 8 0,109% 

Approval 2 0,027% 

Table 4. End events 

Event class Occurrences (absolute) Occurrences (relative) 

Posting 5552 75.537% 

Approval 969 13,184% 

Verification 496 6,748% 

Creation  333 4,531% 

ProM method Filter log using Simple Heuristics was used for the filtering of in-
complete cases. There was specified that every case can start only by event class Cre-
ation and can end only by event class Posting. This adjustment of the log caused that 
log finally contained 5424 cases and 30784 events for further analysis. 
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- Path 5: repetition of the “posting” step always means that the first approver of 
the invoice refused the responsibility for this invoice (step “not me”). Such deci-
sion has mostly reason in assignment of competencies, sometimes in mistakes in 
invoice classification or other typing error. We can see that although this is the 
5th frequent scenario, but occurring only in 1,8% of cases – it is now on manag-
ers’ decision if cost of improving will be compensated by benefits. Monitoring 
of this path is suggested for the future. 

- Path 6: this is possible (but not typical) enactment for the invoice without pur-
chase order/contract, the purchase order must have been prepared and agreed – it 
is strictly suggested to have the purchase number approved before the invoice 
comes (otherwise the invoice is not accepted), this case was combined with is-
sues discussed in Path 5; another case from this group was the invoice from key 
customer created supposedly pursuant to the contract (there was a long discus-
sion about legitimacy and correctness – but as the partner was strategic partner, 
the invoice was not turned back and the process was prolonged). 

- Path 7: very specific invoices with irrelevant amount, high priority verification 
under control of the company owner, result is irrelevant for other analysis. 

- Path 8: there was not found any workflow for specific invoices, there are notes 
at these invoices with link to the documents with confirmation (meeting notes) – 
it means the invoice was approved by competent person, but out of the workflow 
system. Such path must be analyzed separately. 

4 Conclusion and Future Work 

There are some conclusions that we have found about the invoice verification process 
using process mining techniques. 

1. We have found the average values of the running activities, the result about 
possible time reserves was presented and accepted. 

2. The most frequented paths were identified (Path 1, Path 2, Path 3) and business 
cases along which they occur were found. Analysis showed very frequent ap-
proving by three persons (in Path 2) and the business process owner got the ma-
terial for the process improving.   

3. Paths with more than three Approving steps (Path 4) contain communication of 
some issue during the invoice verification. These cases could be shortened if 
these identified most frequent issues are part of the acceptation procedure and 
would be solved before the invoice verification process and the acceptation pro-
tocol would be attached by default. Other set of the invoices with four approval 
steps have this procedure defined by the instructions (only change of the instruc-
tion can make the process shorten).  

4. Path 5 provides the information about the model of competencies and it is ap-
propriate to monitor this path. 

5. The invoices without purchase order have usually longer verification time (the 
backward purchase order creation takes a lot of time), in some cases it was ex-
tremely long (Path 6). These exceptions should not be allowed by default. 
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6. Very specific cases were found in Path 7 and Path 8 – they do not have any fre-
quent pattern and from this reason are not interesting for conclusion. 

This case study opened several tasks for future work. First of all, we have not paid 
attention to the resources. In future work, we would like to focus also on users, their 
interaction during the process and construction of their social network  

We have been concentrated to most frequent paths with the aim to find reserves 
and improving themes – in the future, we would like to focus also on deviations 
(process without expected start and stop event, multiply “unique tasks” as was found 
in Path 4) this can means some specific problem. 

Our study proved that even the basic process mining methods used to analyze the 
enactment of the processes can be very useful for the real businesses. The processes 
performed by humans and supported by different systems have often wide range of 
variability, thus it is not always possible to predict and control the real usage of the 
process even with the sophisticated system. Thus we have to use information from  
the real enactments to see what really happened. We can reconstruct the process by 
the process mining tools; find deviations and other many useful pieces of information 
by still grooving bunch of process mining methods. This analysis can be then used to 
improve the process, supporting system or the organizational behavior. Our intention 
for the future is to study the usage of the process mining methods, find their best val-
ue for the business and try to present new methods that can answer the questions that 
arise from the real business needs. 
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Abstract. L-system is a bio-inspired computational model to capture
growth process of plants. This paper proposes a new noise-tolerant gram-
matical induction LGIC2 for deterministic context-free L-systems. LGIC2
induces L-system grammars from a transmuted string mY, employing an
emergent approach in order to enforce its noise tolerance. In the method,
frequently appearing substrings are extracted from mY to form grammar
candidates. A grammar candidate is used to generate a string Z; however,
the number of grammar candidates gets huge, meaning enormous com-
putational cost. Thus, how to prune grammar candidates is vital here.
We introduce a couple of techniques such as pruning by frequency, prun-
ing by goodness of fit, and pruning by contractive embedding. Finally,
several candidates having the strongest similarities between mY and Z
are selected as the final solutions. Our experiments using insertion-type
transmutation showed that LGIC2 worked very nicely, much better than
an enumerative method LGIC1.

Keywords: L-system, plant modeling, knowledge discovery, grammati-
cal induction, noise tolerance.

1 Introduction

The beauty and elegance of plants have attracted humankind. In many devel-
opmental processes of living organisms, especially of plants, regularly repeated
appearances of structures are readily noticeable. L-system was originally intro-
duced by Lindenmayer as a bio-inspired computational model to capture such
growth processes of plants [12].

The central concept of L-system is rewriting, a powerful mechanism for gen-
erating complex objects from a simple initial object. The relationship with the
concept of fractals led L-systems to various practical applications such as syn-
thesis of realistic plant images, design of geometric patterns, analysis of DNA
sequences, or synthesis of musical scores [11].

The reverse process of rewriting is grammatical induction, a kind of knowledge
discovery, which discovers quite succinct knowledge called a grammar from very
long strings. Induction of L-system grammars has been an open problem little
explored so far. Moreover, an extensive survey paper [3] on grammatical inference
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tells us that for many applications it is necessary to be able to cope with noise,
and most grammatical inference algorithms are not robust to noise, whatever its
source; thus, dealing with noisy data is one of the important open problems.

L-systems can be classified using two aspects: (1) deterministic or stochastic,
and (2) context-free or context-sensitive. McCormack [6] addressed CG model-
ing through evolution of deterministic/stochastic context-free L-systems. Nevill-
Manning [10] proposed a simple algorithm Sequitur, which uncovers structures
from sequences; however, it did not work well for L-systems. Schlecht, et al.
[13] proposed statistical structural inference for microscopic 3D images through
learning stochastic L-systems. Damasevicius [2] addressed structural analysis of
DNA sequences through evolution of stochastic context-free L-systems.

A fast induction method [9] was once proposed for deterministic context-free
L-system. The method assumes a given string includes no errors, making it
possible to employ the number theory. In the real world, however, any object
may have some errors or transmutation. As for transmutation, there can be
several types such as replacement-type, insertion-type, deletion-type, or mixed-
type. To cope with a noisy string, proposed was LGIC1 (LGIC, ver.1) [7,8],
enumerative induction of deterministic context-free L-system grammar from a
transmuted string mY . LGIC1 worked well when the transmutation rate is small
for replacement-type, but did not work well for insertion-type.

This paper proposes LGIC2 (LGIC, ver.2), noise-tolerant emergent induction
of deterministic context-free L-system grammar. In LGIC2, frequently appear-
ing substrings are extracted from mY to form grammar candidates. A grammar
candidate is used to generate a string Z; however, the number of grammar can-
didates gets huge because the numbers of the substrings are large. Thus, intro-
duced are a couple of pruning techniques such as pruning by frequency, pruning
by goodness of fit, and pruning by contractive embedding. Finally, several can-
didates having the strongest similarities between mY and Z are selected as the
final solutions. Our experiments using insertion-type transmutation showed that
LGIC2 worked very nicely, much better than LGIC1.

2 Background

D0L-system
The simplest L-systems called D0L-systems are deterministic context-free. D0L-
system is defined as G = (V,C, ω, P ), where V and C denote sets of variables
and constants, ω is an initial string called axiom, and P is a set of production
rules. A variable is a symbol that is replaced in rewriting; a constant is a symbol
that remains unchanged in rewriting and is used to control turtle graphics.

In this paper we consider the following grammar of D0L-system having two
rules. Here n denotes the number of rewritings, while A and B denote variables.

n =?, axiom : A

rule A : A →????????

rule B : B →??????
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We have three strings: Y , mY , and Z. Y is an original string generated using
the original grammar, while mY is a given transmuted string generated by ap-
plying transmutation to Y . Z is a string generated using a grammar candidate,
where a grammar candidate means a candidate set of n, rules A and B.

Transmutation
As for string transmutation, there can be replacement-type (r-type), insertion-
type (i-type), deletion-type (d-type), or mixed-type (m-type). Here only i-type
transmutation is considered; Since LGIC1 was rather weak on i-type [7], we
want to know how LGIC2 overcomes this drawback. In i-type transmutation, a
randomly selected symbol is inserted at a designated position of a string.

As for how transmutation occurs, we consider two rates: coverage rate Pc and
occurrence rate Po. We assume transmutation occurs only locally around the
center of an original string Y . Pc represents the proportion of transmutation
area to the whole Y , while Po represents the probability of transmutation in the
area. Thus, overall transmutation rate Pt can be evaluated as follows:

Pt = Pc × Po (1)

Valid Transmutation
Simple transmutation will generate an invalid string, which means the string
cannot be drawn through turtle graphics. To keep the transmutation valid, the
numbers of left and right square brackets are monitored and controlled if neces-
sary. That is, in the transmutation area the number count� of left square brackets
should be larger than or equal to the number countr of right ones. Moreover,
when the transmutation ends, we should assure count� = countr by adding the
right square brackets if necessary. Using such control, we get a valid transmuted
string mY from the original string Y .

Enumerative Induction of L-system Grammar LGIC1
Nakano and Suzumura [7,8] proposed enumerative induction called LGIC1 with
error correction capability. LGIC1 discovers L-system grammars from a trans-
muted string mY . LGIC1 works as follows. First, sets of parameter values are
enumerated and those within the tolerable distance from mY are selected to
form grammar candidates. Each grammar candidate is used to generate a string
Z, and the similarity between mY and Z is calculated, and finally several best
grammar candidates are selected as the final solutions.

Table 1 shows the success rates of LGIC1 with tolerable distance tol diff =
150 for r-type transmutation. When transmutation rate Pt ≤ 3/16 (= 0.188),
LGIC1 discovered the original grammar with probability 0.8 or 1. However, when
Pt = 0.25 for Pc = Po = 0.5, the success rate dropped to 0.2.

Table 2 shows the success rates of LGIC1 with tol diff = 200 for i-type trans-
mutation. Here, tol diff was increased up to 200 since LGIC1 did not work well
for tol diff = 100 or 150. When Pt = 1/16 (= 0.063), LGIC1 discovered the orig-
inal grammar with probability 1. When Pt = 1/8 (= 0.125), however, the success
rate dropped to 0.8. Further, in all the combinations where Pt ≥ 3/16 (= 0.188),
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Table 1. Success rates of LGIC1 for r-type transmutation (tol diff=150)

Po = 0.25 Po = 0.50 Po = 0.75 Po = 1.0

Pc = 0.25 5/5 5/5 5/5 4/5

Pc = 0.50 5/5 1/5 0/5 (0/5)

Pc = 0.75 4/5 0/5 (0/5) (0/5)

LGIC1 could not discover the original grammar at all. Compared with the results
with tol diff = 150 for r-type transmutation, we see LGIC1 was rather weak on
i-type evenwith tol diff =200.This is because insertion-type transmutationdras-
tically change occurrence frequencies of symbols, which prevents LGIC1 from se-
lecting the right set of parameters. Deletion-type transmutationwill work similarly
as i-type.

Table 3 shows the average CPU time of LGIC1 with tol diff = 200 for i-type
transmutation. For each Po, average CPU time gets longer as Pc gets larger, but
for each Pc, average CPU time does not always increase even if Po gets larger.

Table 2. Success rates of LGIC1 for i-type transmutation (tol diff=200)

Po = 0.25 Po = 0.50 Po = 0.75 Po = 1.0

Pc = 0.25 5/5 4/5 0/5 (0/5)

Pc = 0.50 4/5 0/5 (0/5) (0/5)

Pc = 0.75 0/5 (0/5) (0/5) (0/5)

Table 3. Average CPU time (sec) of LGIC1 for i-type transmutation together with
the average number of LCS calculations in parentheses (tol diff=200)

Po = 0.25 Po = 0.50 Po = 0.75 Po = 1.0

Pc = 0.25 1050.9 (466) 869.9 (314) 797.9 (243) n/a

Pc = 0.50 1806.4 (719) 2088.6 (666) n.a n/a

Pc = 0.75 3422.4 (1309) n/a n/a n/a

3 LGIC2: Emergent Induction of L-system Grammar

An emergent induction method called LGIC2 (L-system Grammar Induction
with error Correction, ver.2) is proposed. Given a transmuted string mY , LGIC2
generates grammar candidates, aiming at finding the original grammar.

Basic Framework
The basic framework of LGIC2 is very simple. Since a right side of each rule
appears many times in mY , we extract frequently appearing substrings from
mY to form rule candidates. Such substrings are extracted as if they emerge
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from mY . Then such a rule candidate is combined with its reasonable n, the
number of rewritings, to form a grammar candidate.

The main drawback of the framework is the combinatorial growth in the num-
ber of grammar candidates. In our preliminary experiment it took ten days to
finish two thirds of the processing for a string mY whose length is about 4,000.
Thus, how to prune grammar candidates is vital for the method, and we intro-
duce three pruning techniques as shown below.

Pruning by Frequency
Since the right side of each original rule appears many times in mY , we discard
less frequent substrings whose occurrence frequency is less than the threshold
min frq. The threshold value may depend on the length of mY . In our experi-
ments we use min frq = 100 or 50

The Number of Rewritings
Now we have a pair of rule candidates from the above extraction. Then we select
n, the number of rewritings, as the largest integer satisfying len(Z) ≤ len(mY ).
Hereafter, len(S) denotes the length of a string S.

Pruning by Goodness of Fit
The goodness of fit is a statistical measure which evaluates how well a model
(mY ) fits to observed data (Z). The goodness of fit can be evaluated by χ2

values. Let the numbers of symbol occurrences in mY and Z be {yi} and {zi}
respectively. Then calculate {pi = yi/len(mY )}, and we have the following χ2

value. Here I is the number of all kinds of variables and constants.

χ2 =

I∑
i

(zi − len(Z)× pi)
2/(len(Z)× pi) (2)

We discard a grammar candidate if χ2 is greater than the threshold max chi2.
In our experiments we use max chi2 = 150.

Similarity between Two Strings
As the similarity between two strings, LGIC2 employs the longest common sub-
sequence (LCS) [1]. Let LCS(S1, S2) denote LCS of two strings S1 and S2. For
example, LCS(ABCDABC,BDCAB) is BDAB or BCAB. Given two strings we
may have more than one LCSs, but the length of each LCS is the same. Note
that LCS can cope with any type of transmutation. LCS can be found using dy-
namic programming [1]. Another reasonable measure is Levenshtein distance [5],
which is defined as the minimum number of modifications required to transform
one string into the other. We consider these two measures will result in much
the same result.

Pruning by Contractive Embedding
In complex data, the cost of evaluating the distance of two objects is usually
very high. Here we have to calculate the similarity LCS between two strings.
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Our experiments show it takes about two seconds to calculate one LCS if each
string length is around 4,000. Thus, the number of LCS calculations should be
kept as small as possible. We can achieve this without false dismissals if we find
suitable contractive embedding [4]. As such embedding we consider ubLCS, an
upper bound of len(LCS), defined as below.

ubLCS(mY,Z) =
∑
i

min(yi, zi) (3)

This ubLCS can be used to prune grammar candidates further more. That is,
we discard a grammar candidate if ubLCS(mY,Z) < LCS(mY, bestZ), where
bestZ is the string generated by the best grammar found so far.

Procedure of LGIC2 Method
LGIC2 has four system parameters: maximum length of rule right side max rsl,
minimum frequency of rule right side occurrences min frq, maximum χ2 value
max chi2, and the number of final solutions tops. LGIC2 goes as below:

(step 1) Extract a substring rs1 from mY as a right side candidate of rule A.
Here the length of rs1 should satisfy 2 ≤ len(rs1) ≤ max rsl, and the number
of rs1 occurrences in mY should be more than or equal to min frq.
(step 2) Eliminate any occurrences of rs1 from mY to get mY rest, and then
extract a substring rs2 from mY rest as a right side candidate of rule B. Here
the length of rs2 should satisfy 2 ≤ len(rs2) ≤ max rsl, and the number of rs2
occurrences in mY rest should be more than or equal to min frq.
(step 3) For each pair of rs1 and rs2 selected above, find the number of rewrit-
ings n to generate a string Z. Here n is selected to be the largest integer which
satisfies len(Z) ≤ len(mY ).
(step 4) Calculate χ2 value using mY and Z, and then discard the grammar
candidate as inappropriate if χ2 > max chi2.
(step 5) Calculate ubLCS(mY,Z), the upper bound of LCS(mY,Z), and then
discard the grammar candidate if ubLCS(mY,Z) < LCS(mY, bestZ). Here
bestZ is the string generated by the best grammar found so far.
(step 6) Calculate LCS(mY,Z), and then keep the grammar candidate if the
LCS is within best tops found so far. Go to step 1 if there is another candidate.
(step 7) Among the grammar candidates found so far, select tops candidates
having the largest LCSs as the final solutions.

4 Experiments

The proposed method LGIC2 was evaluated using a transmuted plant model.
A plant model ex05n, a variation of bracketed OL-system example [12], was used
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as a normal plant model in our experiments. Figure 1 shows ex05n whose string
length is 4,243. PC with Xeon(R), 2.66GHz, dual was used in our experiments.

(ex05n) n = 6, axiom : X

rule : X → F [+X ][−X ]FX

rule : F → FF

Fig. 1. Normal plant model ex05n

As is mentioned, we considered only insertion-type (i-type) transmutation.
Here we considered combinations of three coverage rates Pc = 0.25, 0.5, 0.75
and four occurrence rates Po = 0.25, 0.5, 0.75, 1.0. For each combination we
transmuted ex05n five times changing a seed for random number generator.

Based on our early experiment, LGIC2 system parameters were set basically
as follows: max rsl = 15, min frq = 100, max chi2 = 150, and tops = 50.
However, LGIC2 did not work well for a wider range of transmutation whose
Pc = 0.75; thus, min frq = 50 was adopted only for Pc = 0.75.

Table 4 shows the success rates of LGIC2 for i-type transmutation. LGIC2
discovered the original grammar for almost all cases except one. The single fail-
ure was caused by χ2 pruning. Compared with Table 2, the difference between
LGIC2 and LGIC1 is obvious. We verified that an emergent approach of LGIC2
together with pruning techniques works very well. Moreover, in LGIC2 the orig-
inal grammar was rated as No.1 for most cases; otherwise was rated as No.2.

Figure 2 shows a plant model transmuted in i-type with Pc = 0.50 and Po

= 0.75. LGIC2 successfully discovered the original grammar from this rather
heavily transmuted plant. Figure 3 shows a plant model transmuted in i-type
with Pc = 0.75 and Po = 1.00. Even from this very heavily transmuted plant,
LGIC2 successfully discovered the original grammar.
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Table 4. Success rates of LGIC2 for i-type transmutation

Po = 0.25 Po = 0.50 Po = 0.75 Po = 1.0

Pc = 0.25 5/5 5/5 5/5 5/5

Pc = 0.50 5/5 5/5 5/5 5/5

Pc = 0.75 5/5 5/5 5/5 4/5

Fig. 2. Plant model transmuted in i-type (Pc = 0.50, Po = 0.75)

Fig. 3. Plant model transmuted in i-type (Pc = 0.75, Po = 1.00)

Table 5 shows CPU time, the number of LCS calculations in parentheses, and
χ2 value for i-type transmutation in a left-to-right fashion. For each combina-
tion of Pc and Po, we performed five runs. For each Pc, CPU time increases
as Po increases, and for each Po, CPU time increases as Pc increases. This is
because the number of grammar candidates became larger as the transmutation
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Table 5. CPU time (sec) of LGIC2 for i-type transmutation together with the number
of LCS calculations in parentheses, and χ2 value at the rightmost position

Po = 0.25 Po = 0.50 Po = 0.75 Po = 1.0

Pc = 0.25 266.6 (5) 2.93 329.0 (8) 11.68 389.7 (14) 21.78 452.2 (18) 34.33
286.5 (5) 2.69 *348.1 (16) 7.93 *412.1 (22) 23.98 463.1 (21) 27.04
282.2 (5) 3.99 322.5 (12) 13.15 393.5 (16) 20.29 499.5 (18) 35.57
262.0 (4) 2.32 *338.6 (17) 11.73 394.7 (15) 27.02 512.0 (19) 34.46
265.9 (4) 4.02 325.2 (12) 12.25 379.7 (12) 27.29 500.8 (17) 37.00

Pc = 0.50 447.2 (8) 10.80 611.7 (9) 37.71 767.0 (8) 67.84 875.5 (8) 85.92
466.8 (10) 12.19 638.4 (10) 28.63 784.0 (9) 62.20 884.0 (9) 80.95
481.7 (9) 12.76 629.4 (9) 34.09 760.6 (12) 65.83 798.8 (8) 103.21
445.0 (8) 11.11 625.9 (9) 37.05 770.2 (9) 69.94 801.3 (12) 87.85
460.2 (9) 10.06 613.1 (9) 29.22 743.1 (8) 70.41 803.4 (10) 90.65

Pc = 0.75 913.2 (18) 21.64 1186.2 (24) 66.63 1414.5 (15) 110.32 1729.0 (15) 138.81
929.5 (20) 24.27 1223.9 (25) 52.06 1498.4 (18) 98.22 1675.0 (14) 134.39
926.1 (21) 27.38 1197.8 (22) 64.43 1441.8 (18) 107.14 1796.1 (16) fail
941.4 (21) 21.13 1259.3 (25) 64.53 1522.4 (17) 117.16 1713.2 (17) 145.76
909.6 (22) 22.48 1152.3 (19) 60.72 1457.8 (20) 125.66 1756.1 (16) 147.35

Table 6. Average CPU time (sec) of LGIC2 for i-type transmutation together with
the average number of LCS calculations in parentheses

Po = 0.25 Po = 0.50 Po = 0.75 Po = 1.0

Pc = 0.25 272.6 (4.6) 332.7 (13.0) 393.9 (15.8) 485.5 (18.6)

Pc = 0.50 460.2 (8.8) 623.7 (9.2) 765.0 (9.2) 832.6 (9.4)

Pc = 0.75 924.0 (20.4) 1203.9 (23.0) 1467.0 (17.6) 1733.9 (15.6)

rate increased. The table also shows that the increase of Pc has greater impact
on CPU time than that of Po. The number of LCS calculations is very small
due to a couple of pruning techniques. χ2 values are about proportional to the
transmutation rate Pt. Moreover, almost all χ2 values are within 150.

Table 6 shows the average of Table 5. For each Pc, average CPU time gets
longer as Po gets larger, and for each Po, average CPU time gets longer as Pc

gets larger. Compared with Table 3, we see the average CPU time was reduced
to be half or up to one-fourth. Moreover, the average number of LCS calculations
was greatly reduced to be one-tenth or up to one-hundredth.

5 Conclusion

This paper proposes a noise-tolerant emergent induction method LGIC2 of de-
terministic context-free L-system grammar. LGIC2 induces L-system grammars
from a transmuted string. The method extracts frequently appearing substrings
from a given string to form grammar candidates. Since the number of gram-
mar candidates gets huge, LGIC2 introduces three pruning techniques to make
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the method reasonably fast. Our experiments using insertion-type transmuta-
tion showed that LGIC2 discovered the original grammar for almost all cases
in five minutes for the lowest transmutation and in 30 minutes for the heaviest
transmutation. Thus, LGIC2 outperformed its former method LGIC1 in both
the success rate and CPU time. In the future we plan to apply the method to
other types of transmutation along with more improvement of its performance.
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Abstract. Finding of monitoring systems for deciding if or how re-adapt
a PID controller in literature is not so complicated. These monitoring sys-
tems are also widely used in industry. But monitoring system which is
based on non-conventional methods for deciding, takes into account the
non-numeric terms and it is open for adding more rules, is not so com-
mon. Presented monitoring is designed for systems of second order and it
is performed by the fuzzy expert system of Mamdani type with two inputs
- settling time compared with the previous settling time (relative settling
time) and overshoot. It is supplemented by using of non-conventional
method for designing of classic PID controller. So it can be called as
double expert system for monitoring and following re-adaptation of clas-
sical PID controller. The proof of efficiency of the proposed method and
a numerical experiment is presented by the simulation in the software
environment Matlab-Simulink.

Keywords: Monitoring, re-adaptation, expert system, knowledge base,
PID controller, Ziegler-Nichols’ combinated design methods, fuzzy
system, feedback control.

1 Introduction

The paper is focused on adjustment of the monitoring system for deciding when
re-adapt the classic PID controller. Presented monitoring system (Figure 1) has
some common elements with [1]. It is created fuzzy expert system of Mamdani
type (ES1) with two inputs - overshoot and settling time, but settling time is not
defined as a classic time, but as the part or multiple of previous measured settling
time (relative settling time) and one output - score. So there are monitored
simply obtained process parameters. The score determines if is necessary to re-
adapt the controller.

The following design of parameters of classic PID controller is done by the
second fuzzy expert (ES2) system with a knowledge base is built on know-how
obtained from the combination of the frequency response method and the step
response Ziegler-Nichols design method [2].
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Fig. 1. The flowchart of monitoring and re-adaptation procedures

2 Monitoring System

The monitoring system is fuzzy expert system [3], [4], [5] of Mamdani type with
two inputs, knowledge base with linguistic rules and one output and it has been
created and the efficiency is proofed for controlled systems of the second order
with transfer function in the form

GS(s) =
1

a2s2 + a1s+ a0
. (1)

2.1 Inputs – Relative Overshoot and Relative Settling Time

The first input is the linguistic variable relative overshoot (RO) - the difference
between the controlled value (CV) and the required value (RV) is rated relatively
to the required value (2).

RO =
|CV −RV |

RV
(2)

The maximal overshoot of the time response of the system is detected after the
fast step change of timing, the fast step changes in timing could be caused by
the e.g. change of the controlled system or change of the required value. As it is
expressed in percentage, it is relative overshoot (RO). The value of the overshoot
is stored in the memory and then used with the settling time for determining
the score.

The second input is the linguistic variable relative settling time (RST). As
the name says, it is not the classic settling time (STk), it is defined as the part



Double Expert System for Monitoring and Re-adaptation of PID Controllers 87

or multiple of previous settling time (STk − 1)(3). So the classic settling time is
also stored in the memory as the overshoot, but the linguistic variable relative
settling time is defined as the ratio of current settling time and previous settling
time.

RSTk =
STk

STk−1
(3)

For evaluation of the settling time the 3 % standard deviation from steady-state
value [6]. The linguistic values of both linguistic variables are expressed by fuzzy
sets, for each linguistic variable by three linguistic values (Figure 2,3).

Fig. 2. The shape of the membership functions of linguistic values for input linguistic
variable Relative Overshoot (RO)

Fig. 3. The shape of the membership functions of linguistic values for input linguistic
variable Relative Settling Time (RST)

2.2 Output – Score

The output of the monitoring fuzzy expert system is the score, which is also the
linguistic variable and its linguistic values are expressed by fuzzy sets (Figure
4). As the fuzzy expert system of Mamdani type is used [7], the linguistic vari-
able score must be defuzzificated. For defuzzification it is used the COA method
(Center of Area) [8]. The score more than 2 means that the time response with
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Fig. 4. The shape of the membership functions of linguistic values for output linguistic
variable Score

the current controller can be considered as appropriate. The score less than 2 is
considered as not satisfactory and the controller has to be re-adapted [1].

2.3 Knowledge Base

The knowledge base is formed by nine linguistic IF-THEN rules of the Mamdani
type [8]:

1. If (RO is Small) & (RST is Slower) then (Score is Medium)
2. If (RO is Small) & (RST is Same) then (Score is Large)
3. If (RO is Small) & (RST is Faster) then (Score is Large)
4. If (RO is Appropriate) & (RST is Slower) then (Score is Small)
5. If (RO is Appropriate) & (RST is Same) then (Score is Medium)
6. If (RO is Appropriate) & (RST is Faster) then (Score is Large)
7. If (RO is High) & (RST is Slower) then (Score is Zero)
8. If (RO is High) & (RST is Same) then (Score is Small)
9. If (RO is High) & (RST is Faster) then (Score is Medium)

The shape of membership function of output variable is inferred using the Mam-
dani method. The crisp value of the output score is determined using the de-
fuzzification method Center of Area [8].

3 PID Parameter Design System

As it was mentioned also for design parameters of conventional PID controller
fuzzy expert system (ES2) is used [2]. It uses know-how obtained from the com-
bination of the frequency response method and the step response Ziegler-Nichols
design method. [6], [9]

The constant a2, a1 and a0 from the denominator of the transfer function of
the controlled system (1) are the inputs of the expert design systems (ES2) (Fig-
ure 5). The input parameters a2, a1 and a0 are the linguistic variables expressed
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Fig. 5. Graphical representation of inputs and outputs of expert system ES2 [2]

by fuzzy sets for each linguistic variable by three linguistic values - small (S),
medium (M) and large (L). It can be the constants from intervals a2 - [0; 22],
a1 - [0; 20], a0 - [0; 28].

The outputs KKNOW, TIKNOW and TDKNOW of ES2, which are also
constants, are the parameters of conventional PID controller with the transfer
function expressed as

GR(s) = KKNOW

(
1 +

1

TIKNOW · s + TDKNOW · s
)
. (4)

Expert design system is model of Takagi-Sugeno type [10] so it does not require
defuzzification. The knowledge base of the ES2 is consisted of 27 linguistic rules.
For detailed information see [2].

4 The Description of Implemented Algorithm

It is important to define the algorithm of monitoring and following re-adaptation
of the controller (Figure 1). The relative overshoot is monitored and stored in
memory after every step change of controlled value. The settling time is mea-
sured also after every step change of controlled value and is assessed to the
previous settling time. If these two monitored parameters are obtained the score
is assessed. According to the value of the score, the identification of the system
starts and the controller is re-adapted (section 2.2). The simplified model in
Matlab-Simulink [11] is depicted in Figure 6.

Score

{≥ 2 do not re-adapt
> 2 re-adapt

}
. (5)

For identification the stochastic identification - ARMAX method is used [12].
The re-adaptation (change of parameters of controller) procedure ES2 is done
only after the change of required value.
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Fig. 6. Simplified model in Matlab-Simulink

5 Verification of Created System

The verification was done in Matlab-Simulink [11], the timing with description
of important moments is depicted in Figure 7. Verification of the re-adaptation
procedure proposed above (see Figure 1) is started using the controlled system
(S1) with transfer function

GS1(s) =
1

2s2 + 9s+ 7
(6)

for which the controller with transfer function

GR1(s) = 6.1

(
1 +

1

0.58s
+ 0.14s

)
(7)

designed through the identification system ES2 is used.
At the time tA the unit step of required value is introduced. Therefore, the

control process is carried out with 14%-overshoot and settling time tst1 = 4.3 sec.
The appropriate calculated score by ES1 is

score1 = 2.10 > 2, (8)

which corresponds to the satisfactory control course.
At the time tC a sudden change of the controlled system (to controlled system

S2) is simulated from the transfer function GS1(s) to the transfer function

GS2(s) =
1

16s2 + 18s+ 15
. (9)
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Thus, a non-zero control deviation appeared which is compensated by the
original controller GR1(s). The oscillating control course appeared with 12%-
overshoot and settling time tst2 = 8.4 sec. Now, the calculated appropriate
score is

score2 = 1.66 < 2 (10)

and insufficient control course is now indicated.
Therefore, when the nearest change of the deviation appeared at the time tE

(the unit step of reguired value is introduced) the re-adaptive process ES2 is
initialized and it is designed a new controller with transfer function

GR1(s) = 5.1

(
1 +

1

0.80s
+ 0.20s

)
. (11)

Now, the control process is carried out without any overshoot and with settling
time tst3 = 5.5 sec. The calculated appropriate score value is

score3 = 2.65 > 2 (12)

and the satisfactory control course is restored again.

6 Conclusion

The procedures of control quality monitoring and necessary re-adaptation of PID
controller is solved using the fuzzy-logic principle through the rule-based expert
systems. The first one concludes the initial impulse for controller adaptation.
The rule base is created within two input linguistic variables - namely the rela-
tive settling time and relative overshoot are mentioned. The following design of
parameters of classic PID controller is done by the second fuzzy expert system
with a knowledge base which is built on know-how obtained from the combi-
nation of the frequency response method and the step response Ziegler-Nichols
design method. The proof of efficiency was done using simulations in Matlab-
Simulink. It is shown that presented monitoring system with following design
of PID controller is useful for family of controlled systems of second order. The
both described knowledge-based systems are open. Therefore, next time authors
think of adding more monitored parameters and widening of family of controlled
systems.
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Abstract. Previously a 28-tile multiplier system which computes the
product of two numbers was proposed by Brun. However the tileset-size
is not optimal. In this paper we prove that multiplication can be car-
ried out using less tile types while maintaining the same time efficiency:
we propose two new tile assembly systems, both can deterministically
compute A ∗ B for given A and B in constant time. Our first system
requires 24 computational tile types while our second system requires 16
tile types, which achieve smaller constants than Brun’s 28-tile multiplier
system.

Keywords: tile assembly model, DNA computing, multiplier,
tileset-size.

1 Introduction

1.1 Background and Related Work

Since Adleman’s pioneering research which shows DNA could be used to solve
Hamiltonian path problem [1], many researchers have explored the ability of bio-
logical molecules to perform computation [2,3,4]. The theory of tile self-assembly
model which was developed by Winfree and Rothemund [5,6,7] provides a useful
framework to study the self-assembly of DNA. This model has received much
attention over the past few years. Researchers have demonstrated DNA imple-
mentations of several tile systems: Barish et al. [8] have demonstrated DNA im-
plementations of copying and counting; Rothemund et al. [9] have demonstrated
DNA implementation of xor tile system. Several systems solving satisfiability
problem are also proposed [10,11,12].

The efficiency of a tile asssembly system involves two factors: the tileset-size
and the assembly time. In [13], Brun proposed a multiplier system that computes
the product of two numbers, which requires 28 distinct computational tile types
besides the tiles constructing the seed configuration. The computation can be
carried out in time linear in the input size. However, the tileset-size of Brun’s
system is not optimal, i.e. multiplier system can be implemented using less tile
types.
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In this paper we present two new multiplier systems which achieve smaller
constants for the multiplication problem than the previous 28-tile multiplier
system proposed by Brun, while maintaining the same time efficiency. In our
first system, we show that multiplication can be carried out using 24 tile types
instead of 28 tiles types, then we propose a second multiplier system and show
that the tileset-size can be further reduced to 16.

The remaining of this paper is organized as follow: in section 1.2 we briefly
introduce the concept of tile assembly model to assist the reader. In section 1.3
we introduce the corresponding algorithms. Several subsystems are discussed in
section 2. In section 3 we present two new multiplier systems and compare our
system with existing system[13] in terms of tileset-size and assembly time. Our
contributions are summarized in section 4.

1.2 Tile-Assembly Model

To assist the reader, in this section we briefly introduce the concept of tile
assembly model. We refer to Σ as a finite alphabet of symbols called binding
domains. We assume null ∈ Σ. Each tile has a binding domain on its north, east,
south and west side. We represent the set of directions as D = {N,E, S,W}.

A tile over a set of binding domains is a 4-tuple. For a tile t, for 〈δN , δE , δS ,
δW 〉∈ Σ4, we will refer to bdd(t) as the binding domain of tile t on d ’s side.

A strength function g : Σ × Σ → N denotes the strength of the binding
domains. g is commutative and ∀δ ∈ Σ, g(δ, null) = 0. Let T be a set of tiles
containing empty. A tile system S is a triple< T, g, ε >. ε ∈ N is the temperature.
A tile can attach to a configuration only in empty positions if and only if the
total strength of the appropriate binding domains on the tiles in neighboring
positions meets or exceeds the temperature ε.

Given a set of tiles Γ , a seed configuration S′ : Z2 → Γ and S =< T, g, ε >,
configurations could be produced by S on S′. If no more attachment is possible,
then we have the final configuration.

The reader may refer to [5,6,7] for more discussion of the concept of tile
assembly model.

Let || be a special binding domain which connects the tiles constructing seed
configuration. To simplify the discussion, for all of the systems involved in this
paper, we define the strength funcion g as follow:

∀δ ∈ Σ, g(δ, null) = 0; g(||, ||) = 2; ∀δ ∈ Σ, δ 
= ||, g(δ, δ) = 1. (1)

1.3 Preliminary Algorithms

Intuitively, a multiplier system could be implemented by combining subsystems
which compute f(x) = 2x and f(x, y) = 2x+ y respectively.

Given nA-bit binary integer A and nB-bit binary integer B. We denote by

Ai and Bi the ith digit of A and B. A =
nA−1∑
i=0

2iAi, B =
nB−1∑
i=0

2iBi. We use

Algorithm 1 to compute A ∗B.
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Input: nA-bit binary integer A , nB-bit binary integer B (nB ≥ 2)
Output: S = A ∗ B

1 i← nB − 2.
2 S ← A
3 while i ≥ 0 do
4 if (Bi = 0) then
5 S ← 2S
6 end
7 else
8 S ← 2S + A
9 end

10 i← i− 1

11 end

Algorithm 1. Given binary integers A and B, compute A ∗B

2 Subsystems of Multiplier System

Our multiplier system is a combination of several subsystems. In this section we
will define these subsystems respectively.

To simplify the definition of the seed configuration, for nA-bit integer A, we
denote by Ai(0 ≤ i ≤ nA − 1) the ith digit of A. We also define Ai(nA ≤ i ≤
n − 1, n > nA) as follow: we pad the nA-bit binary integer A with n-nA 0-bits

and denote these 0-bits by Ai(nA ≤ i ≤ n − 1). Thus A =
n−1∑
i=0

2iAi. The same

definition holds for any other input variables in this paper.

2.1 Shifter Tile System

In this section we propose an 8-computational-tile system for computing f(A,B)
= (2A,B).
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 a’,b

s,a’s,a

Fig. 1. Shifter tile system

Let ΣS ={(0, 0), (0, 1), (1, 0), (1, 1), (s, 0), (s, 1)}, and Ts be a set of tiles over
ΣS defined as follow:

Ts = {〈(a′, b), (s, a′), (a, b), (s, a)〉|a, b, a′ ∈ {0, 1}}. (2)
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Fig.1(a) shows the concept behind the system which includes variable a, b, a′.
All of the tiles has two input sides (south and east) and two output sides (north
and west), for input a′ on the east side, we output the same value on the north
side; for input a on the south side, we output the same value on the west side.
We have a, b, a′ ∈ {0, 1}, thus there are 8 tiles in the system (Fig.1(b)).

Let Γ = {α0β0 = 〈(0, 0), ||, null, ||〉, α0β1 = 〈(0, 1), ||, null, ||〉, α1β0 =
〈(1, 0), ||, null, ||〉, α1β1 = 〈(1, 1), ||, null, ||〉, αβbound = 〈(0, 0), ||, null, null〉,
γ0 = 〈||, null, null, ||〉} γ1 = 〈null, null, ||, (s, 0)〉}. Let Ai, Bi ∈ {0, 1}, n ≥
max(nA, nB) + 1. Let the seed configuration S : Z2 → Γ be such that⎧⎪⎨⎪⎩

S(1, 1) = γ1;S(1, 0) = γ0;

∀i = 0, 1, . . . , n− 2 : S(−i, 0) = αAiβBi ;S(−n+ 1, 0) = αβbound;

For all other (x, y) ∈ Z
2, S(x, y) = empty.

(3)

Theorem 1. Let εS = 2. Given a seed configuration S encoding A and B and
the strength function g as defined in (3) and (1), the system SS =< TS , g, εS >
computes the function f(A,B) = (2A,B).

2.2 Adder Tile System

In this section we propose a 8-tile system computing f(A,B) = (A+B,B).

a,b

v,b

  cc’

 0,0

 0,0

  00

 0,1

 1,1

  00

 1,0

 1,0

 00

 1,1

 0,1

   01

 0,0

 1,0

  10

 0,1

 0,1

  11

 1,0

 0,0

  11

 1,1

 1,1

  11

(b)(a)

Fig. 2. Adder tile system (a)The tile has two input sides(south and east) and two
output sides (north and west). The south side contains the value of the current bit of
A and B; the east side is the carry bit. (b) There are 8 tiles in the system.

Fig. 2(a) shows the concept of this system which include variable a, b, c. For
given i, on the input sides, the variable a and b representAi and Bi; the variable c
represents the corresponding carry bit. We have V = A+B. On the output sides,
v represents Vi and c′ represents the next carry bit. Let a, b, c, c′, v ∈ {0, 1}. There
are three variables a, b, c on the input sides, thus there are 8 tiles in the system.
According to addition rule, we define two functions fv(a, b, c) and fc′(a, b, c)
which computes v and c′ respectively:⎧⎪⎪⎪⎨⎪⎪⎪⎩

if(a+ b+ c = 0), fv(a, b, c) = 0, fc′(a, b, c) = 0;

if(a+ b+ c = 1), fv(a, b, c) = 1, fc′(a, b, c) = 0;

if(a+ b+ c = 2), fv(a, b, c) = 0, fc′(a, b, c) = 1;

if(a+ b+ c = 3), fv(a, b, c) = 1, fc′(a, b, c) = 1.

(4)
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Let Σ+ = {(0, 0), (0, 1), (1, 0), (1, 1), 0, 1}. We have v = fv(a, b, c), c
′ =

fc′(a, b, c). Let T+ be a set of tiles over Σ+ defined as follow:

T+ = {〈(v, b), c, (a, b), c′〉} (5)

Fig.2(b) shows all of the eight tiles.
Let the seed configuration S be defined as it is in (3) except that γ1 =

〈null, null, ||, 0〉.
Theorem 2. Let ε+ = 2, g defined in (1), Σ+defined as above, and T+ be a set
of tiles over Σ+ as defined in (5). Given a seed configuration S encoding A and
B which is defined above, the system S+ =< T+, g, ε+ > computes the function
f(A,B) = (A+B,B)

2.3 Shifter-Adder Tile System

In this section we propose a 16-computational-tile system computing f(A,B) =
(2A+B,B). Fig. 3(a) shows the concept behind the tile system. For given i, on
the input sides, the variable a and b represent Ai and Bi; a

′ represents Ai−1;
the variable c represents the corresponding carry bit. Let V = 2A + B, thus
for each bit we compute Ai−1 +Bi. On the output sides, v represents Vi and c′

represents the next carry bit. Let a, b, c, a′, c′, v ∈ {0, 1}, we denote the function
which computes v and c′ by fv(a

′, b, c) and fc′(a
′, b, c) respectively. According

to the addition rule, the functions fv and fc′ are defined as follow:⎧⎪⎪⎪⎨⎪⎪⎪⎩
if(a′ + b+ c = 0), fv(a

′, b, c) = 0, fc′(a
′, b, c) = 0;

if(a′ + b+ c = 1), fv(a
′, b, c) = 1, fc′(a

′, b, c) = 0;

if(a′ + b+ c = 2), fv(a
′, b, c) = 0, fc′(a

′, b, c) = 1;

if(a′ + b+ c = 3), fv(a
′, b, c) = 1, fc′(a

′, b, c) = 1.

(6)

Let ΣS+ = {(0, 0), (0, 1), (1, 0), (1, 1)}. We have v = fv(a
′, b, c) and c′ =

fc′(a
′, b, c). Let TS+ be a set of tiles over ΣS+ defined as follow:

T+ = {〈(v, b), (c, a′), (a, b), (c′, a)〉} (7)

The input sides involve 4 variables, i.e. a, b, a′,c, thus there are 16 tiles in this
system(Fig. 3(b)). Let the seed configuration S be defined as it is in (3) except
that γ1 = 〈null, null, ||, (0, 0)〉.
Theorem 3. Let εS+ = 2, g defined in (1), Given a seed configuration S encod-
ing A and B as above, the system SS+ =< TS+, g, εS+ > computes the function
f(A,B) = (2A+B,B)

Fig. 4(a) shows a sample seed configuration which encodes A = 01010112, B =
01000112. Fig. 4(b) shows a sample execution of SS+ on the seed configuration.
We could read the result from the top row of the final configuration, i.e. 2A+B =
11110012.
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Fig. 3. Shifter-Adder tile system (a) The tile has two input sides(south and east) and
two output sides (north and west). The south side contains the value of the current bit
of A and B; the east side contains the value of the former bit of A and the carry bit.
(b) There are 16 tiles in the system.

0,0      1,1      0,0     1,0       0,0      1,1      1,1
0,0

 

(a)                                                                                           (b)

1,0       1,1    1,0       1,0     0,0       0,1     1,1
  0,0         0,1        0,0        0,1       1,0         1,1       0,1          0,0

0,0      1,1      0,0     1,0       0,0      1,1      1,1
||              ||                 ||                 ||                 ||               ||                 ||||              ||                 ||                 ||                 ||                ||                 ||

|| ||

Fig. 4. (a) seed configuration: A = 01010112 , B = 01000112 .(b) The top row reads the
solution: 2A+B = 11110012 .

3 Multiplier Tile System

3.1 Multiplier Tile System: Version 1

We use subsystems SS and SS+ to build the multiplier system. All of the tiles
have two input sides(south and east) and two output sides (north and west).

The method of establishing the seed-configuration is described as follow: We
use the two sides of the L-configuration to encode inputs. One of the input
number, i.e. A, is encoded on the bottom row. On the same row there are also nB

extra tiles representing 0 in the most significant bit places because the product
of the nA-bit number A and the nB-bit number B may be as large as nA + nB

bits.
Let n = nA + nB. Let Σ× = {(0, 0), (0, 1), (1, 0), (1, 1), (s, 0), (s, 1)}.
Let Γ = { α0 = 〈(0, 0), ||, null, ||〉, α1 = 〈(1, 1), ||, null, ||〉, αbound =

〈(0, 0), ||, null, null〉, β0 = 〈||, null, ||, (s, 0)〉, β1 = 〈||, null, ||, (0, 0)〉, βbound0 =
〈null, null, ||, (s, 0)〉, βbound1 = 〈null, null, ||, (0, 0)〉, γ0 = 〈||, null, null, ||〉}. Let
the seed configuration S : Z2 → Γ be such that⎧⎪⎪⎪⎨⎪⎪⎪⎩

S(1, 0) = γ0

∀i = 0, 1, . . . , n− 2 : S(−i, 0) = αAi ;S(−n+ 1, 0) = αbound

∀i, 1 ≤ i ≤ nB − 2, S(1, nB − i− 1) = βBi ;S(1, nB − 1) = βboundB0

For all other (x, y) ∈ Z
2, S(x, y) = empty.

(8)
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The seed configuration is of length nA + nB + 1 and height nB.

Theorem 4. Let ε× = 2, g defined in (1), and T× = TS ∪ TS+. Given a seed
configuration encoding A and B which is defined in (8), the system S× =<
T×, g×, ε× > outputs (A ∗B,A).

Proof. We have T× = TS ∪ TS+. Let bdE,W (TS) = {bdE(t), bdW (t)|t ∈ TS},
bdE,W (TS+) ={bdE(t),bdW (t)| t ∈ TS+} . These two sets are disjoint, thus SS

and SS+ work together without interfering.
For each tile t(t ∈ T×), bdS(t) has two bits. Let bdSl(t) be the first bit

and bdSr(t) be the second bit. Let bdS(F (i)) = (bdS lF (i), bdSrF (i)). Let

bdSl(F (i)) =
n−1∑
j=0

2j ∗ bdSl(F (−j, i)), bdSr(F (i)) =
n−1∑
j=0

2j ∗ bdSr(F (−j, i))). The

definition also holds for bdN l(t), bdNr(t), bdN (F (i)) , bdN l(F (i)) and bdNr(F (i)).

Let bk =
nB−1∑

i=nB−k

Bi ∗ 2i−nB+k. Thus B = bnB , BnB−1 = b1 = 1, 2 ∗BnB−1 +

BnB−2 = b2. We are going to prove that given the seed configuration S encoding
A and B which is defined in(8), for 1 ≤ i ≤ nB − 1, bdN (F (i)) = (A ∗ bi+1, A):

i) For i = 1, we have bdS(F (1)) = bdN (F (0)) = (A,A).
If BnB−2 = 0, i.e. BnB−i−1 = 0,b2 = 102, then bdW (F (1, 1)) = (s, 0);
If BnB−2 = 1, i.e. BnB−i−1 = 1, b2 = 112, then bdW (F (1, 1)) = (0, 0) .
Thus according to Theorem 2 and Theorem 4, if BnB−2 = 0 , we have

bdN (F (1)) = (2A,A) = (A ∗ b2, A) ; if BnB−2 = 1, we have bdN (F (1)) =
(2A+A,A) = (A ∗ b2, A).

Thus bdN(F (i)) = (A ∗ bi+1, A) holds for i = 1.
ii) Assume bdN (F (i)) = (A ∗ bi+1, A) holds for i = k− 1, i.e. bdN (F (k− 1)) =

(A ∗ bk, A) .
For i = k, if b(k+1)0

= BnB−k−1 = 0, then bdW (F (1, i)) = (s, 0); If b(k+1)0
=

BnB−k−1 = 1, then bdW (F (1, i)) = (0, 0) .
Thus according to Theorem 2 and Theorem 4, if b(k+1)0

= BnB−k−1 = 0 ,
we have bdN (F (k)) = (2bdN l(F (k − 1)), A) = (2 ∗ A ∗ bk, A) = (A ∗ bk+1, A) ;
if b(k+1)0

= BnB−k−1 = 1, we have bdN(F (k)) = (2bdN l(F (k − 1)) + A,A) =
(2 ∗ (A ∗ bk) +A,A) = (A ∗ bk+1, A).

iii) Therefore bdN (F (i)) = (A ∗ bi+1, A) holds for 1 ≤ i ≤ k. Let k = nB − 1,
we have bdN(F (nB − 1)) = (A ∗ bnB , A) = (A ∗B,A).

Thus we proved that given the seed configuration encoding A and B, the
system outputs (A ∗B,A). �

Fig. 5(a) shows a sample seed configuration which encodes A = 10012, B =
10112: A is encoded on the bottom row with 4 extra 0 tiles in the most significant
bit place. We encode B from BnB−2 to B0. B3 is the most significant bit, and
in the seed configuration we discard this bit. B2 = 0, S(1, 1) = β0; B1 = 1,
S(1, 2) = β1; B0 = 1, S(1, 3) = βbound1. Fig. 5(b) shows a sample execution of
the multiplier system on the seed configuration and the product could be read
from the top row of the final configuration, i.e. 10012 ∗ 10112 = 11000112.
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1      0      0        1

1

1

0
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              -7       -6       -5        -4        -3       -2        -1        0          1    

1

1

0

3

2

1

0

s,0         s,0       s,0        s,0        s,1        s,0        s,0        s,1          s,0

0,0      0,0      0,0     1,0       0,1     0,0      1,0        0,1

0,0       0,0     1,0      0,0      1,1      1,0      0,0       1,1

0,0      1,0      1,0      0,0       0,1     0,0      1,0      1,1
0,0         0,0       0,1       1,0        1,1        0,1        0,0        0,1         0,0

0,0        0,0        0,0       0,1        0,0        0,0        0,1       0,0          0,0

1       0     0      1

(a)                                                                                                             (b)

0,0      0,0      0,0      0,0      1,1     0,0      0,0      1,1

              -7       -6       -5        -4        -3       -2        -1        0          1    

(B0=1)

(B1=1)

(B2=0)

||              ||            ||              ||             ||               ||            ||              ||

||

||

||

||              ||            ||              ||             ||               ||            ||              ||

||

||

||

Fig. 5. Given a sample input of A = 10012, B = 10112 , with A on bottom row and B
on the right most column. (b) 10012 ∗ 10112 = 11000112 .

3.2 Multiplier Tile System: Version 2

In this section we combine the shifter system SS and the adder system S+ to
create another simplifier multiplier system which computes f(A,B) = (A∗B,A)
and uses only 16 tiles.

We discuss how to establish the seed configuration for this system:
Let Γ = { α0 = 〈(0, 0), ||, null, ||〉, α1 = 〈(1, 1), ||, null, ||〉, αbound = 〈(0, 0), ||,

null, null〉, β0 = 〈||, null, ||, (s, 0)〉, β1 = 〈||, null, ||, 0〉, βbound0 = 〈null, null, ||,
(s, 0)〉, βbound1 = 〈null, null, ||, 0〉, γ0 = 〈||, null, null, ||〉}. Let n = nA + nB. Let
the seed configuration S : Z2 → Γ be such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

S(1, 0) = γ0

∀i = 0, 1, . . . , n− 2, S(−i, 0) = αAi ;S(−n+ 1, 0) = αbound

j ← 1; k ← nB − 2;

while(k ≥ 1){
if(Bk = 0){S(1, j) = β0; j ← j + 1; }
else{S(1, j) = β0;S(1, j + 1) = β1; j ← j + 2; }
k ← k − 1; }
if(B0 = 0), S(1, j) = βbound0

else{S(1, j) = βbound0;S(1, j + 1) = βbound1; }
For all other (x, y) ∈ Z

2, S(x, y) = empty.

(9)

Theorem 5. Let ε×2 = 2, g defined in (1), and T×2 = TS ∪ T+. Given a
seed configuration encoding A and B as defined in (9), the system S×2 =<
T×2, g×2, ε×2 > outputs (A ∗B,A).

Proof. According to the establishment of the seed configuration, in this system
we carry out the shift-addition in two steps: we shift the first input number by
one bit, and then we add the second input number. Comparing with the first
multiplier system presented in section 3.1, although the shift-addition is carried
out in two steps, which takes two rows in the configuration, the algorithms of
these two systems are just identical. Thus the correctness of this system follows
directly from Theorem 4. �
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3.3 Discussion

Lemma 6. (Multiplier Assembly Time Lemma). For all A ≥ 1, B ≥ 2, the
assembly time of the final configuration F produced by S× or S×2 on S that
encodes A and B and pads A with nB 0-tiles is Θ(nA + nB).

Proof. For both of the two systems, the length of the final configuration is nA+
nB, the height is Θ(nB). According to Lemma 2.3 in[13], the assembly time of
the final configuration F produced by S× or S×2 on S that encodes A and B
and pads A with nB 0-tiles is Θ(nA + nB). �
We use l and h to represent the length and the height of the final configuration.

For the first system, we use 24 distinct tile types. The final configuration is of
height nB. We reduce the tileset-size of the system to 16 in our second system.
However the height of the final configuration is increased. The value of h depends
on the number of 1-bits in B. Suppose there are x 1-bits in B, i.e. we have nB−x
0-bits in B. Each 1-bit(except the MSB 1-bit) takes two rows in the configuration
while each 0-bit takes one row, thus h = 1+ (nB − x) + 2(x− 1) = nB + x− 1.
We have 1 ≤ x ≤ nB,thus nB ≤ h ≤ 2nB − 1.

Along with Brun’s scheme[13], we make comparison of these three systems
in Table 1. We could see that the tileset-size of our second system is the least;
however the height of the final configuration might be increased, depending on
the number of 1-bits in B. The height of the final configuration of our first system
is the least; the tileset-size is also less than Bruns. All of these three systems
share the same assembly time, i.e. Θ(nA + nB).

While consider performing multiplication, one chould make a choice between
these systems according to the actual demand. Intuitively, our first system could
be choosed if one hopes to construct the seed configuration in a simpler way, while
the second system is beneficial for those who want to perform multiplication with
tile types as less as possible.

Table 1. Comparing the efficiency of multiplier systems

Scheme version 1 version 2 Brun

Tileset-size 24 16 28
Assembly time Θ(nA + nB) Θ(nA + nB) Θ(nA + nB)
l nA + nB + 1 nA + nB + 1 nA + nB + 1
h nB nB ≤ h ≤ 2nB − 1 nB + 1

4 Conclusion

In this paper we present two multiplication systems which compute A ∗ B for
given A and B in constant time. Our first system is constructed using subsystems
SS and SS+, which requiring 24 computational tile types; Further improvement
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is achieved in our second system: using subsystems SS , S+ and a different seed
configuration, we show that multiplier system could be implemented using only
16 tile types. As a result, we achieved reduced tileset-size compared with that
of Brun’s 28-tile multiplier system.
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VŠB – Technical University of Ostrava, Ostrava 70032, Czech Republic
vaclav.snasel@vsb.cz

Abstract. This paper presents an efficient, Bézier curve-based path
planning approach for robot soccer, which combines the function of path
planning, obstacle avoidance, path smoothing and posture adjustment
together. The locations of obstacles are considered as control points of
Bézier curve, then according to the velocity and orientation of end points,
a smooth curvilinear path can be planned in real time. For the sake of
rapid reaching, it is necessary to decrease the turning radius. Therefore
a new construction of curve is proposed to optimize the shape of Bézier
path.

Keywords: Bézier curve, path planning, robot soccer.

1 Introduction

Robot soccer is a classic integration of robotics and artificial intelligence (AI).
It almost covers the vast majority of important issues in these two fields. Robot
soccer studies how mobile robots can be built and trained to play the game
of soccer [9]. In the robot soccer game, robots stay in a dynamic environment
all the time. Ball and two sides of robots move continually, which changes the
situation of the game, while the teammate robots need to make decisions and
take actions according to the changing situation, to gain ascendency and win
the game by means of teamwork. In order to implement the team strategies,
the robots need to plan a collision-free and time optimal path in real time.
Therefore, path planning is the basis of robot movement, which is a kind of
planning control in an unknown and dynamic environment. At present, there
are two most important international competitions in the field of robot soccer,
that is FIRA and RoboCup. In this paper, a Bézier curve-based method of path
planning is presented for robot soccer game.

The paper is organized as follows. The path planning problem of robot soccer
is discussed in Section 2. Section 3 presents a novel Bézier curve-based path
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planning approach for robot soccer. Section 4 describes the proposed path plan-
ning optimization techniques. Finally, Section 5 draws the conclusions of this
work.

2 Path Planning in Robot Soccer

On the issue of path planning, a lot of approaches were presented, such as arti-
ficial potential field (APF) [2, 7, 10, 16], genetic algorithm (GA), fuzzy, artificial
neural network (ANN), rapidly-exploring random tree (RRT) [1, 8, 15], and so
on. All the approaches could be classified as AI methods [16,19] except APF and
RRT. The AI methods are associated with optimization algorithms, resulting in
optimal global path planning. However, optimization algorithms are relatively
complex, time-consuming, and are not very useful for real-time applications.
RRT is a universal algorithm, it can deal with all types of obstacles. However,
it can not produce a smooth path.

APF [7,12,13,17] is a virtual force method, which has been studied extensively
for autonomous mobile robot path planning [5]. There are many advantages of
this method. However, there exist two problems that are inherent to the artificial
potential field [11,14,20]. First, the robot is likely to be in a trap of local minima.
The velocity and direction of the robot in the field depend on the magnitude and
direction of the vector force, it means the robot can not move if the resultant
force is zero, and that is why the robot could run into the trap of local minima.
Secondly, in the area where obstacles are gathering, the planned path by APF
presents a problem of oscillation. In this situation, although the robot can avoid
obstacles and reach its destination point, the robot among the obstacles varies
direction again and again, which may interfere with the movement fluency of
the robot. Unless the robot moves slowly, the path does not meet the motion
performance of robot nor the tactic of soccer game. If the robot move along the
oscillating path, it will absolutely be under the heavy siege by opponents.

Jolly et al. [6] proposed a Bézier curve-based approach of path planning for
a mobile robot in a multi-agent robot soccer system. Their work is applied to
the MiroSot small league. The approach only considers a third degree Bézier
curve, where the lengths of the polygon sides d1 and d2 are the key parameters,
and therefore, no more complex situation can be considered. They proposed an
iterative algorithm to determine d1 and d2, then a path can be planned by the
lengths of d1 and d2. If the robot will intersect with an obstacle, the path is
re-planned by changing parameters d1 and d2. The accuracy of the Bézier path
depends on the accuracy of the pose estimation algorithm, and the optimization
of the planned path is subjected to the parameters d1 and d2.

In robot soccer, path planning has two important functions, that is, obstacle
avoidance and path smoothing. If there is no obstacle avoidance mechanism,
collision will happen frequently in the game, which is going to stop the flow of
the soccer game and damage the robot hardware. Furthermore, path planning
must take into account the state of the initial and destination points, including
the location and orientation, so that the robot can play the ball directly with-
out posture adjustment when arriving the destination point. This requires the
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system to plan a smooth path, then the robot can adjust its posture through a
smooth curvilinear movement in the process of moving to destination point. The
presented approach in this paper combines path planning, obstacle avoidance,
path smoothing and posture adjustment together.

3 Bézier Path Planning

Bézier Curves [3,4] were invented in 1962 by the French engineer Pierre Bézier for
designing automobile bodies. Today Bézier Curves are widely used in computer
graphics, computer aided geometric design and other related fields.

A Bézier curve is defined by a set of control points P 0 through Pn, where n is
called its order (n = 1 for linear, 2 for quadratic, etc.). The first and last control
point are always the end points of the curve; however, the intermediate control
points (if any) generally do not lie on the curve.

Generally, we can define the Bézier curve as

P ( t ) =

n∑
i=0

b i,n ( t ) P i , t ∈ [ 0, 1 ] , (1)

where t is a normalized time variable, the points P i are called control points for
the Bézier curve, the polynomials

b i,n ( t ) = C i
n t i ( 1 − t )n− i , i = 0 , 1 , · · · , n , (2)

are known as Bernstein basis functions of degree n, and the binomial coefficient

C i
n =

n !

i ! ( n − i ) !
. (3)

The soccer robot in MiroSot moves on two parallel wheels, with the centers
of these wheels aligned, resulting in a common surface normal. For this wheel
assembly, the robot turning is induced by the difference in the velocities of
the two wheels. In other words, we control the robot through controlling the
rotational speed of two independent wheels.

Let P ( t ) be the location of robot. The generalized coordinates are defined in
Fig. 1. Then we have

P ( t ) = [ x y θ ]T . (4)

If the rotational speed of the left and the right wheels are ωL and ωR respectively,
then assuming no slipping of the wheels, the wheel velocities at the contact point
are respectively

VL = r ωL , (5)

VR = r ωR , (6)

where r is the radius of the wheel.
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Fig. 1. Generalized Coordinates of MiroSot Robot

Let υ be the tangential velocity of the robot at its center and ω the angular
velocity of the robot. Then we have

υ =
VR + VL

2
= r · ωR + ωL

2
, (7)

ω =
VR − VL

L
= r · ωR − ωL

L
, (8)

that is [
υ

ω

]
=

⎡⎢⎣
r

2

r

2

r

L
− r

L

⎤⎥⎦[
ωR

ωL

]
, (9)

where L is the distance between the two wheels. Then we can solve the rotational
speed of the wheels by

[
ωR

ωL

]
= − L

r 2

⎡⎢⎣− r

L
− r

2

− r

L

r

2

⎤⎥⎦[
υ

ω

]
=

⎡⎢⎢⎣
1

r
υ +

L

2 r
ω

1

r
υ − L

2 r
ω

⎤⎥⎥⎦ . (10)

The kinematics model of the robot is

Ṗ ( t ) =

⎡⎢⎣ ẋ
ẏ

θ̇

⎤⎥⎦ =

⎡⎢⎣ cos θ 0

sin θ 0

0 1

⎤⎥⎦[
υ

ω

]
. (11)

Suppose that the robot can not slip in a lateral direction, hence

ẋ sin θ − ẏ cos θ = 0 . (12)

Eq. (12) is called the nonholonomic constraint of the robot.
In the following discussion, we would illustrate a fourth-order Bézier path of

MiroSot robot (Fig. 2). For the sake of concision, we will omit the independent
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Fig. 2. Fourth-order Bézier Path of MiroSot Robot

variable and abbreviate b i,n( t ) to b i,n. Furthermore, we would use the notation
b in for b i,n whenever there is no confusion.

Suppose there are five control points, P 0, P 1, P 2, P 3 and P 4, which uniformly
define the fourth-order Bézier curve (Fig. 2). The control points P 1 and P 3 are
defined to fulfill the velocity and orientation requirements in the path. According
to Eq. (1), the planned Bézier path vector could be expressed as

P ( t ) = b 04 P 0 + b 14 P 1 + b 24 P 2 + b 34 P 3 + b 44 P 4

= ( 1− t ) 4 P 0 + 4 t ( 1− t ) 3 P 1 + 6 t 2 ( 1− t ) 2 P 2

+ 4 t 3 ( 1 − t )P 3 + t 4 P 4 . (13)

The tangential velocity of x-component and y-component, and angular veloc-
ity are defined as the derivative of the path vector,

[ υx(t) υy(t) ω ]
T
=

dP ( t )

d t
= 4 b 03 (P 1 − P 0 ) + 4 b 13 (P 2 − P 1 )

+4 b 23 (P 3 − P 2 ) + 4 b 33 (P 4 − P 3 ) . (14)

Generally, the velocity state of a n-order Bézier path is

[ υx(t) υy(t) ω ]T =
dP ( t )

d t
=

n−1∑
i=0

n ( P i+1 − P i ) b i ,n−1 . (15)

Additionally, the tangential velocity of the robot can be written as

υ ( t ) =
√

υ 2
x ( t ) + υ 2

y ( t ) . (16)

The υ and ω can be obtained from joint solution of Eq. (15) and Eq. (16).
Substituting υ and ω in Eq. (10) gives the rotational speed of the wheels ωR
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Fig. 3. Motion Control of MiroSot Robot (a) velocity of x-component and y-
component; (b) tangential velocity of robot; (c) angular velocity of robot; (d) rotational
speed of the robot wheels

and ωL which are the final control variables of the motor in the MiroSot soccer
robot. Then the robot can move along the planned Bézier path to its destination
point.

Fig. 3 displays the waveforms of some control variables for the MiroSot robot
on the fourth-order classical Bézier path shown in Fig. 2. Additionally, Fig. 3(d)
shows the rotational speed of left and right robot wheel. We have known that
the robot turning is induced by the difference in the velocities of the two wheels.
Consequently, if we control the rotational speed of robot wheels in accordance
with the calculated values in Fig. 3(d), the robot will move along the planned
classical Bézier path as shown in Fig. 2.

4 Optimized Bézier Path Planning

Fig. 2 shows the planned Bézier path for the robot. In the domain, the robot
current position is (300, 100), two obstacles stand at (400, 600) and (600, 500),
the ball lies at (800, 700). There is a virtual control point at (200, 400). The
robot is not able to turn sharply, then we set a virtual control point ahead of the
direction of robot current velocity so that the robot can turn to its destination
point smoothly. And we can as well set another virtual control point to control
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Fig. 4. Application of Bézier Curve in Path Planning

the robot hitting angle at the destination point if necessary. For the sake of rapid
reaching, it is necessary to decrease the turning radius. Therefore we construct
a new curve, which is on the basis of classical Bézier curve, to adjust the shape
of Bézier path.

We have known that the Bézier curve is defined on the Bernstein basis func-
tions, so we can adjust the shape of curve through introducing parameters into
basis functions [18].

The Bernstein-like basis functions can be expressed explicitly as

b ∗
i,n ( t ) =

(
1+

3C i−1
n−2 + C i

n−1 − C i
n

C i
n

λ− 2 C i
n−1

C i
n

λ t+λ t 2
)
C i

n t
i ( 1 − t )n−i ,

(17)
where λ ∈ [−1, 1 ], t ∈ [ 0, 1 ], i = 0 , 1 , · · · , n and n ≥ 2, we set C p

q = 0 in case
of p = −1 or p > q. Then the Bézier-like path can be constructed by

P ∗ ( t ) =
n∑

i=0

b ∗
i,n ( t ) P i . (18)

According to Eq. (17) and Eq. (18), we can reconstruct the Bézier path.
The green dotted line in Fig. 4 displays a planned Bézier-like path in the case
of λ = −0.8, its turning radius is smaller that that of classical Bézier path
obviously. Consequently, the robot can reach its destination point more rapidly.
In practice, the effect is more remarkable in the case of fewer obstacles. In Fig. 5,
the green dashed Bézier-like path has much smaller turning radius than red solid
classical Bézier path does.
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Fig. 5. Bézier-like Curve in Path Planning

5 Conclusion

An efficient and effective approach of path planning for soccer robots has been
presented in this paper. In this approach, the current location of robot could be
one of the curve’s end points, another end point depends on the role of the robot.
If a robot is assigned to be a striker, then the position of the ball is another end
point of the planned path for the striker. All the robots are treated as obstacles.
The end points and obstacle points are control points, by which a Bézier curve
can be planned. In order to reduce the turning radius, a new construction of curve
is proposed to optimize the shape of Bézier path. Because of the characteristic of
Bézier curve, the planned path can avoid obstacles automatically. Furthermore,
this approach combines the function of path smoothing and posture adjustment
together.

References

[1] Bruce, J., Veloso, M.: Real-time randomized path planning for robot naviga-
tion. In: International Conference on Intelligent Robots and Systems, IROS 2002,
Lausanne, Switzerland, vol. 3, pp. 2383–2388. IEEE (September 2002)

[2] Cheng, G., Gu, J., Bai, T., Majdalawieh, O.: A new efficient control algorithm
using potential field: extension to robot path tracking. In: Electrical and Computer
Engineering, CCECE 2004, Niagara Falls, Canada, vol. 4, pp. 2035–2040. IEEE
(May 2004)

[3] Farin, G., Hoschek, J., Kim, M.S.: Handbook of Computer Aided Geometric De-
sign, 1st edn. North Holland (August 2002)

[4] Foley, J.D., van Dam, A., Feiner, S.K., Hughes, J.F.: Computer Graphics: Prin-
ciples and Practice, 2nd edn. Addison-Wesley (September 2004)

[5] Ge, S.S., Cui, Y.J.: New potential functions for mobile robot path planning. IEEE
Transactions on Robotics and Automation 16(5), 615–620 (2000)

[6] Jolly, K.G., Sreerama Kumar, R., Vijayakumar, R.: A bezier curve based path
planning in a multi-agent robot soccer system without violating the acceleration
limits. Robotics and Autonomous Systems 57, 23–33 (2009)
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Abstract. In this paper, an improved classifier based on the concept of feature 
line space, called as adaptively nearest feature point classifier (ANFP) is 
proposed for face recognition. ANFP classifier uses the new metric, called as 
adaptively feature point metric, which is different from metrics of NFL and the 
other classifiers. ANFP gain better performance than NFL classifier and some 
others classifiers based on feature line space, which is proved by the experiment 
result on Yale face database. 

Keywords: Nearest Feature Line; Nearest feature centre; Nearest Neighbor; 
Face Recognition. 

1 Introduction  

The procedure of face recognition contains two steps. The first step is feature 
extraction. For instance PCA [1], LDA [2], ICA [3] and other methods [4-6]. The 
second step is classification. One of the most popular classifiers is the nearest 
neighbor (NN) classifier [7]. However, the performance of NN is limited by the 
available prototypes in each class. To overcome this drawback, nearest feature line 
(NFL) [8] was proposed by Stan Z. Li. NFL was originally used in face recognition, 
and later began to be used in many other applications.  

NFL attempts to enhance the representational capacity of a sample set of limited 
size by using the lines through each pair of the samples belonging to the same class. 
NFL shows good performance in many applications, including face recognition  
[9-12], audio retrieval [13], speaker identification [14], image classification [15], 
object recognition [16] and pattern classification [17]. The authors of NFL explain 
that the feature line can give information about the possible linear variants of the 
corresponding two samples very well. 

Though successful in improving the classification ability, there are still some 
drawbacks in NFL that limit their further application in practice, which can be 
summarized as two main points. Firstly, NFL will have a large computation 
complexity problem when there are many samples in each class. Secondly, NFL may 
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fail when the prototypes in NFL are far away from the query sample, which is called 
as extrapolation inaccuracy of NFL.  

To solve the above problems, extended nearest feature line [18] (ENFL), nearest 
feature mid-point [19] (NFM), shortest feature line segment [20] (SFLS) and nearest 
feature centre [21] (NFC) are proposed. They gains better performance in some 
situation. However, they are not so good in other situation.  

In this paper, an improved classifier based on the concept of feature line space, 
called as adaptively nearest feature point classifier (ANFP) is proposed for face 
recognition. ANFP classifier uses the new metric, called as adaptively feature point 
metric, which is different from metrics of NFL and the other classifiers. ANFP gain 
better performance than NFL classifier and some others classifiers based on feature 
line space. A large number of experiments are executed on Yale face database. 
Detailed comparison result is given. 

2 Background  

In this section, we will introduce nearest feature line classifier, extended nearest 
feature line classifier and nearest feature centre classifier. Suppose that 

{ , 1, 2, , , 1, 2, , }c D
i cY y c M i N R= = = ⊂   denote the prototype set, where c

iy  is 

the ith prototype belonging to c-class, M is the number of class, and 
cN  

is the 

number of prototypes belonging to the c-class. 

2.1 Nearest Feature Line  

The core of NFL is the feature line metric. As is shown in Fig. 1, the NFL classifier 

doesn’t compute the distance of query sample y and c
iy ; doesn’t calculate the distance 

of y and c
jy , while NFL classifier calculates the feature line distance between query 

sample y and the feature line c c
i jy y . The feature line distance between point y and 

feature line c c
i jy y  is defined as: 

,d( , ) || ||c c ij c
i j py y y y y= −                             (1) 

where ,ij c
py  is the projection point of y on the feature line c c

i jy y , || . ||  means the 

L2-norm. 
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Fig. 1. The metric of NFL 

The projection point ,ij c
py  is calculated by , ( )ij c c c c

p i j iy y t y y= + − where t R∈ , 

which is the positional parameters. After simple deformation, we can see that the 
location parameter can be computed as follows. 

( ) ( )

( ) ( )

− −
=

− −

c T c c
i j i

c c T c c
j i j i

y y y y
t

y y y y
                     (2) 

2.2 Nearest Feature Centre  

Show in the Fig. 2, NFC uses the feature center metric, which is defined as the 
Euclidean distance between query sample y and the feature center ,ij c

oy , which is

,d ( , ) || ||= −c c ij c
NFC i j oy y y y y , where ,ij c

oy is the center of inscribed circle of the 

triangle Δ c c
i jyy y . The feature center ,ij c

oy can be calculated as follows.  

, × + × + ×
=

+ +

c c c c c
ij yi j yj iij c

o c c c
ij yi yj

b y b y b y
y

b b b
                      (3) 

where b || ||= −c c
yi iy y ,   b || ||= −c c

yj jy y and || ||= −c c c
ij i jb y y . 

c
iy

c
jy

y

,ij c
py
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Fig. 2. The metric of NFC 

2.3 Extended Nearest Feature Line  

Borrowing the concept of feature line spaces from the NFL method, the extended 
nearest feature line (ENFL) is proposed in 2004. However, the distance metric of 
ENFL is different from the feature line distance of NFL. 

ENFL does not calculate the distance between the query sample and the feature 
line. Instead, ENFL calculates the product of the distances between query sample and 
two prototype samples. Then the result is divided by the distance between the  
two prototype samples. As shown in Fig. 3. The new distance metric of ENFL is 
described as 

|| || || ||
( , )

|| ||

c c
i jc c

ENFL i j c c
i j

y y y y
d y y y

y y

− × −
=

−
                    (4) 

The distance between the pair of prototype samples can strengthen the effect when 
the distance between them is large. 

 
Fig. 3. The metric of ENFL 
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3 The Proposed Methods  

Similar to NFL, ENFL and NFC, the adaptively nearest feature point (ANFP) 
classifier supposes that at least two prototype samples are available for each class. 
However, the metric is different. A better distance metric, called as adaptively feature 
metric, is proposed in this section. The basic idea is shown as follows. The adaptively 

feature point 
,ij c

oy can be computed by formula (5)-(8). 

,

1=
× + ×

c
i j c c c c

yi yi yj yj

s
b b b b

                         (5) 

,

1= ×
×

c c
i i jc c

yi yi

s s
b b

                           (6) 

,

1= ×
×

c c
j i jc c

yj yj

s s
b b

                            (7) 

, × + ×
=

+

c c c c
i i j jij c

o c c
i j

s y s y
y

s s
                          (8) 

where b || ||= −c c
yi iy y ,   b || ||= −c c

yj jy y
 
and || ||= −c c c

ij i jb y y . 

After the point
,ij c

oy being got, the adaptively feature metric is computed as in 

formula (9). 

,d ( , ) || ||= −c c ij c
ANFP i j oy y y y y                       (9) 

The detailed classification procedure of ANFP is described as follows. Firstly, the 

adaptively feature distance between the query sample y and each pair prototypes c
iy

and c
jy is computed, which produces a number of distances. Secondly, the distances 

are sorted in ascending order, each of which is marked with a class identifier and two 
prototypes. Then, the ANFP distance can be determined as the first rank distance 
shown in the following formula (10).  

* *

* *
1 ,1

( , ) min ( , )
≤ ≤ ≤ < ≤

=
c

c c c c
i ji j c L i j N

d y y y d y y y                 (10) 

The first rank gives the best matched class c* and the two best matched prototypes 
i* and j* of the class. The query sample y will be classified into the class c*. 
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4 Experimental Results 

The classification performance of the proposed classifiers is compared with NN, NFL, 
ENFL, and NFC classification approach. The experiments are executed on Yale face 
database. 

Yale [22] face database contains 165 greyscale images in GIF format of 15 
persons. There are 11 images per people, one per different facial expression or 
configuration: center-light, w/glasses, happy, left-light, w/no glasses, normal, right-
light, sad, sleepy, surprised, and wink. All images are copped in 100×100.  

“Randomly-chose-N” scheme is taken for comparison: N images per person are 
randomly chosen from the Yale face database as prototype set. The rest images of 
Yale face database are used for testing. The whole system runs 20 times. To test the 
robustness of new algorithms, the average recognition rate (ARR) and the average 
running time are used to assess the performance of new algorithms. 

In the experimental, the “randomly-choose-N” scheme is adopt on Yale face 
database. The average recognition rates (ARR) of NN, NFL, ENFL, NFC and ANFP 
are shown in Fig. 4 and Table 1. From the Fig. 4, we can know that the recognition 
rate of the proposed is better than the recognition rate of NN, NFL, ENFL and NFC 
on Yale face database. 

Table 1. The ARR of several classifiers using “randomly-choose-7” scheme 

Classifier RR  
NN 84.33% 
NFL 95.50% 

ANFP 86.50% 
NFC 85.00% 

ENFL 84.83% 

 
Fig. 4. The recognition rate of several classifiers using “randomly-choose-N” scheme on Yale 
face database 
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5 Conclusion  

In this paper, a new classifier based on feature line space, called as adaptively nearest 
feature point classifier, is proposed. The proposed classifier uses the new metric, 
called as adaptively feature point metric. The average recognition rate of new 
classifier surpasses the other classifiers based on feature line space. Experimental 
result on Yale face database affirms the performance of the new classifier. 
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Abstract. The main aim of this work is to compare different algorithms
for human physical activity recognition from accelerometric and gyro-
scopic data which are recorded by a smartphone. Three classification
algorithms were compared: the Linear Discriminant Analysis, the Ran-
dom Forest, and the K-Nearest Neighbours. For better classification per-
formance, two feature extraction methods were tested: the Correlation
Subset Evaluation Method and the Principal Component Analysis. The
results of experiment were expressed by confusion matrixes.

1 Introduction

Nowadays, cell phones do not serve us only as communication medium, they
are equipped by powerful CPU and a GPU therefore it opens new opportunities
for this field. The cell phones together with external sensors are possible to use
as devices for control e.g. home appliances or they can be used for recording
and pre-processing biomedical signals (ECG, EEG). Modern smartphones are
equipped by embedded accelerometers which do not be necessarly used only
for rotating the screen or playing games but they can be useful as a sensor of
regular accelerometric data, which be used for many purposes. One of these
purposes can be monitoring of physical activity. The smartphones allow pre-
procesing of data and due to powerful CPU perform sophisticated classification.
The Smartphones with applications for physical activity recognition can be used
in homes for elderly people, for recording circadian rhythms, or as fall detectors.

� This article has been elaborated in the framework of the IT4Innovations Centre
of Excellence project, reg. no. CZ.1.05/1.1.00/02.0070 supported by Operational
Programme Research and Development for Innovations funded by Structural Funds
of the European Union and state budget of the Czech Republic. This work was
also supported by the Bio-Inspired Methods: research, development and knowledge
transfer project, reg. no. CZ.1.07/2.3.00/20.0073 funded by Operational Programme
Education for Competitiveness, co-financed by ESF and state budget of the Czech
Republic.
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2 Previous Work

The issue of physical activity recognition was solved many times by different clas-
sification approaches. e.g: the Support Vector Machine [1]. the Hidden Markov
Model [2] [3], classification based on sparse representation [4], Bayes aproaches
[5], the Neural Network [6][7], or the Linear Discriminant Analysis [8],[9].

3 Dataset

The dataset was downloaded from the UCI learning repository. The data were
recorded by a smartphone Samsung Galaxy SII. 30 volunteers within ages of 19-
48 years participated at this experiment. Each participant alternated six types of
movement (walking, walking upstairs, walking downstairs, sitting standing, ly-
ing).The smartphones were placed on the volunteer’s waists. Data were captured
by 3-axis embedded accelerometer and 3 axial angular velocity sensor. The sam-
pling frequency was set to 50 Hz. The data from accelerometers and gyroscope
were filtered against noise and consequently they were divided segments into
2.56 seconds length with 50 % overlapping. Jerk signals were derived from these
segments and magnitudes were calculated, and consequently The Fast Fourier
Transform was applied on some these signals. Using this procedure ten different
signals in time domain and four signals in frequency domain were obtained. The
Jerks signals are derivative signals of regular accelerometric and gyroscopic data
and they are used in many useful applications: dynamic motion aerial vehicle
trace measurement, earthquake-resistant mechanisms of structures, mechanisms
of high speed auto-control of machines, human responses in high speed moving
vehicle and high-speed elevators. From each segment a few basic parameters were
counted: (mean value, standard deviation, median of absolute deviation, max
and min values, energy of segment, interquartile range, entropy, autorregresion
coefficients, correlation coefficient between two signals, index of the frequency
component with largest magnitude, weighted average of the frequency compo-
nents to obtain a mean frequency, skewness of the frequency domain signal, kur-
tosis of the frequency domain signal, energy of a frequency interval within the 64
bins of the FFT of each window, angle between to vectors). By these statistical
operations 561 features were calculated, which were used for classification. [1]

4 Classification Method

4.1 Random Forest

The Random Forest (RF) is very popular classification and regression algorithm.
The RF algorithm belongs to ensemble learning methods. Likewise a regular
forest consists of a number of trees, the RF algorithm consists of a number of
classification or regression trees (CART). The algorithm does not use all features
for the CART construction but only a few of them. The RF was designed by Leo
Breiman in 2001.[12] In this paper, Breiman himself compare the RF with other
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ensemble techniques and mentioned that this method has higher accuracy than
e.g. Adaboost method. Since that time the RF is used in bioinformatics, medical
informatics and so on. The algorithm is resistant to outliers, missing values, or
noise. The RF stands out especially in simplicity of parameter tuning but the
main problem is his interpretability. For optimal settings of the algorithm only
two parameters have to be set: the number of trees in the forest and the number
of variables in trees.

4.2 K-Nearest Neighbours

The K-nearest neighbours (KNN)is a non-parametric algorithm for classification.
The KNN is one of the easiest method for data classification. The training set
T and the testing sample xi are given. The KNN classifier tries to find sample
xr from the training set T , with a minimal Euclidian distance to the testing
sample. Better results are achieved if more than one sample from the training
set are founded. This algorithm achieves satisfactory results but is not suitable
for solving difficult tasks.

4.3 Linear Discriminant Analysis

Th Linear discriminant analysis (LDA) is a parametric classification technique.
The LDA has a lot in common with the Principal Component Analysis (PCA)
but with different that PCA does more for feature separation and LDA does
more feature classification. The main aim of this method is to find linear com-
binations of features, which provide the best separation between classes. These
combinations are called discriminant functions. The algorithm was developed by
Fischer in 1931 but in his original form the algorithm is able to classify only
to two classes. In 1988, the algorithm was improved for multiclass classification
problem. There are n classes. The intra-class matrix can be calculated by

Σ̂w = S1 + ...+ Sn =

n∑
i=1

∑
x∈ci

(x− x̂i) (x− x̂i)
′ (1)

and inter-class matrix by an equation

Σ̂b =

n∑
i=1

mi (x̄i − x̄) (x̄i − x̄) ′ (2)

where mi is a number of samples in each class from the training set and xi is the
mean for each class and x̂ is the total mean vector. Now, a linear transformation
Φ should be suggested, in order to maximize Rayleigh coefficient, which is the
ratio of determinants of inter-class and intra-class scatter matrixes.

J (Φ) =

∣∣∣ΦT Σ̂bΦ
∣∣∣∣∣∣ΦT Σ̂wΦ
∣∣∣ (3)
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The linear transformation Φ can be counted by solving equation

Σ̂bΦ = λΣ̂wΦ (4)

The last step is classification itself. The basic principle is measurement of
metric or cosine distances between a new instances and centroid of classes. The
new instances are classified acording to expression:

arg min d (zΦ, x̄kΦ) (5)

5 Feature Extraction

All mentioned methods are sensitive to irrelevant features. Therefore the number
of features has to be reduced so that only relevant features are preserved. There
are three basic approaches:

– Feature transform: The basic idea of feature transform method is to trans-
form the original feature space to a new feature space with smaller
dimensions. There are algorithms such as: The Singular Value Decompo-
sition, Non-negative Matrix Factorization (NNMF) or Principal Component
Analysis (PCA), which are able to solve this task. The last named method
showed promising results in similar classification problems, therefore it was
also tested in this task.

– Feature filter carry out the feature selection process as a pre-processing step
with no induction algorithm. The featerue filter are faster than wrapper and
have better results in generalization.

– Feature wrapper achieves the best results but it is very time consuming es-
pecially if the number of features is high. The wrappers search for the best
result in the whole space of possibly solution. It means that the wrapper
methods have to design the classifier for every possible set of feature com-
bination. In this case it is 2561 possible solutions. Therefore only first two
approaches were tested.

5.1 Feature Filter – Correlation Feature Selection Method

The idea of feature filters is based on a hypothesis: Good feature subsets contain
features highly correlated with the classification, yet uncorrelated to each other.
The Feature filters try to decide which features should be included in the final
subset and which should be ignored. The Correlation Feature Selection is typical
feature filter method, which evaluates each subsets according to a hearuastic
function:

Ms =
krcf√

k + k (k − 1) krff

(6)
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where Ms is the merit of a subset S, which contains k features. Parameters krcc
and krcf expres corelation between a feature and class respectively a feature
and a feature. The acceptance of a feature depends on the extent to which it
predicts classes in areas of the instance space not already predicted by other
features. The numerator of equation provides information how a set of features
is predictive of the class and the denominator provides informations how much
redudancy there is among the features. [10]

5.2 Principle Components Analysis

The PCA tries to transform a set of observations of possibly correlated variables
to a set of new uncorrelated variables called principal components. The PCA
components can be counted by

X = Y P (7)

where X is a centering matrix and Y is an input matrix, P is a matrix of the
eigenvector of the covariance vector matrix C, expressed by equation

Cx = PΔPT (8)

where P is orhonormal and Δ is a diagonal matrix of eigenvalues. The number
of components which will be used for classification should cover more than 80 %
of original variables dispersion. [11]

6 Testing and Results

The data were devided into a training part (70%) and a testing part (30%).
Firstly, the full dataset was classified by the three algorithms. In the second part
the dataset were transformed by the PCA and lastly the dataset was reduced
by the CFS algorithm. The results were expressed by the confusion matrixes
and precisions and recalls were counted for each class. For the CFS method the
evolutionary search strategy was used. The parameters of the search strategy
were set up on values which are shown in the Table 1. Using the CFS algorithm,
250 of features were screened out and the rest of them were used for classification.
The PCA counted 10 principal components which represents over 90 % of original
variables dispersion. Covererage of the original dispersion for each component
are shown in the Fig. 1. These 10 principal components were used as a new
feature vector. The results are expresed by the confusion matrixes and by values
of the precision and the recall. The results for all classifiers and for both types
of feature selection are shown in the Table 2, Table 3 and Table 4.
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Table 1. The parameters of the evolutionary search strategy

Parameter Value

Crossover probability 0.6
Generations 100
Mutation probability 0.01
Population Size 50

Fig. 1. The coverage of the original variable dispersion for the first ten principal com-
ponents

Table 2. The confusion matrixes for the LDA

LDA WalkingUpstairsDownstairsSittingStandingLayingPrecision [%]

Walking 490 6 0 0 0 0 98.79
Upstairs 11 460 0 0 0 0 97.66
Downstairs 1 15 404 0 0 0 96.16
Sitting 0 1 0 435 55 0 88.59
Standing 0 0 0 22 510 0 95.86
Laying 0 0 0 0 0 537 100
Recall [%] 97.61 95.44 100 95.19 90.27 100

LDA+CFSsubsetWalkingUpstairsDownstairsSittingStandingLayingPrecision [%]

Walking 494 2 0 0 0 0 99.6
Upstairs 10 461 0 0 0 0 97.88
Downstairs 8 20 392 0 0 0 93.33
Sitting 0 1 0 396 94 0 80.65
Standing 0 0 0 65 467 0 87.78
Laying 0 0 0 0 0 537 100
Recall [%] 96.48 95.25 100 85.9 83.24 100
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Table 3. The confusion matrixes for the KNN

KNN WalkingUpstairsDownstairsSittingStandingLyingPrecision [%]

Walking 473 8 15 0 0 0 95.36
Upstairs 31 422 18 0 0 0 89.60
Downstairs 53 46 321 0 0 0 76.43
Sitting 0 2 0 389 99 1 79.23
Standing 0 0 0 88 451 0 84.77
Lying 0 0 0 3 1 533 99.26
Recall [%] 84.92 88.28 90.68 82.24 81.85 99.81

KNN+CFSsubsetWalkingUpstairsDownstairsSittingStandingLyingPrecision [%]

Walking 460 10 26 0 0 0 92.74
Upstairs 46 420 5 0 0 0 89.17
Downstairs 32 62 326 0 0 0 77.62
Sitting 0 1 0 378 112 0 76.99
Standing 0 0 0 41 491 0 92.29
Lying 0 0 0 0 0 537 100
Recall [%] 85.50 85.19 91.32 90.21 81.43 100

KNN+PCA WalkingUpstairsDownstairsSittingStandingLyingPrecision [%]

Walking 110 108 43 96 66 73 22.18
Upstairs 128 56 66 100 57 64 11.89
Downstairs 75 52 67 77 50 99 15.95
Sitting 81 73 55 102 66 114 20.77
Standing 91 79 67 108 89 98 16.73
Lying 119 110 68 82 59 99 18.44
Recall [%] 18.21 11.72 18.31 18.05 23.0 18.1

Table 4. The confusion matrixes for the RF

Random Forest WalkingUpstairsDownstairsSittingStandingLyingPrecision [%]

Walking 482 6 8 0 0 0 97.18
Upstairs 36 430 5 0 0 0 91.30
Downstairs 14 38 368 0 0 0 89.76
Sitting 0 0 0 422 69 0 85.95
Standing 0 0 0 54 478 0 89.85
Lying 0 0 0 0 0 537 100
Recall [%] 90.6 92.67 96.59 88.66 87.39 100
Random Forest+CFS WalkingUpstairsDownstairsSittingStandingLyingPrecision [%]

Walking 478 6 12 0 0 0 96.37
Upstairs 56 402 13 0 0 0 85.35
Downstairs 7 41 372 0 0 0 88.57
Sitting 0 0 0 395 96 0 80.45
Standing 0 0 0 65 467 0 87.78
Lying 0 0 0 0 0 537 100
Recall [%] 88.35 89.53 93.7 85.87 82.95 100

Random Forest+PCAWalkingUpstairsDownstairsSittingStandingLyingPrecision [%]

Walking 97 70 9 120 82 118 19.56
Upstairs 102 57 20 124 65 103 12.10
Downstairs 57 38 15 71 60 179 3.57
Sitting 80 59 33 69 82 168 14.05
Standing 95 108 174 4 3 148 15.79
Lying 73 77 28 109 84 161 27.19
Recall [%] 17.9 13.97 12.3 11.73 20.39 16.69
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Fig. 2. The achieved values of precision for all classifiers
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Fig. 3. The achieved values of recall for all classifiers

7 Conclusion

In this work three classification methods were tested for human physical activ-
ity recognition. The best classification performance was achived by the Linear
Discriminant Analysis. The Random Forest and the K-NN methods were not
able to achieve comparable results with the LDA. For simplification of classi-
fier and possible performance classification improvement, two feature selection
method were tested: the Corelation Feature Selection Method and the Principal
Component Analysis. Reduction of the dataset by the CFS increased the pre-
cision of walking and walking upstairs but decreased the precision of the rest
states. The most easist state for recognition was lying. The LDA and the RF
achieved 100 % of accuracy. The PCA method completely failed because averagy
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precission is about 20 %. It possible to say, that this method is not suitable for
this task. Generaly, the LDA seems like very promising method for humans ac-
tivity recognition , what is claimed in others works too.
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Abstract. In this paper we propose a system computing A mod B for
given nA-bit binary integer A and nB-bit binary integer B, which is the
first system directly solving the modulus problem in tile assembly model.
The worst-case assembly time of our system is Θ(nA(nA −nB)) and the
best-case assembly time is Θ(nA).

Although the pre-existing division system which computes A/B can
also be used to compute A mod B, the assembly time of this system is
not ideal in some cases. Compared with the pre-existing division system,
we achieved improved time complexity in our system. Our advantage is
more significant if nA is much greater than nB .

Keywords: tile assembly model, DNA computing, modulus problem,
assembly time.

1 Introduction

1.1 Background and Related Work

The tile assembly model theory [1,2] provides a useful framework to study the
self-assembly of DNA. Researchers have demonstrated DNA implementations of
several tile systems: Barish et al. [3] have demonstrated DNA implementations
of copying and counting; Rothemund et al. [4] have demonstrated DNA imple-
mentation of xor tile system. Several systems solving satisfiability problem are
also proposed [5,6].

The efficiency of a tile assembly system involves two factors: the tileset-size
and the assembly time. In [7], a division system which computes A/B for given
nA-bit binary integer A and nB-bit binary integer B was proposed. The assembly
time is always Θ(nA(nA−nB)). The system can also be used to compute A mod
B by computing the remainder of A/B. However, the time complexity of this
system is not ideal in some cases:

Assume we have A = 1100000012, B = 112, we can get the result of A mod B
by computing A − B ∗ 100000002. Such expression can be computed using tile
assembly system which requires linear time. Our goal in this paper is to construct
a system which directly solves the modulus problem, thus the assembly time can
be improved.
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The remaining of this paper is organized as follow: in section 1.2 we briefly
introduce the concept of tile assembly model to assist the reader. In section 1.3
we introduce the corresponding algorithms. Several subsystems are discussed
in section 2. In section 3 we present a system solving modulus problem and
compare our system with existing system [7] in terms of time complexity. Our
contributions are summarized in section 4.

1.2 Tile-Assembly Model

To assist the reader, in this section we briefly introduce the concept of tile
assembly model. We refer to Σ as a finite alphabet of symbols called binding
domains. We assume null ∈ Σ. Each tile has a binding domain on its north, east,
south and west side. We represent the set of directions as D = {N,E, S,W}.

A tile over a set of binding domains is a 4-tuple. For a tile t, for 〈δN , δE , δS ,
δW 〉∈ Σ4, we will refer to bdd(t) as the binding domain of tile t on d ’s side.

A strength function g : Σ × Σ → N denotes the strength of the binding
domains. g is commutative and ∀δ ∈ Σ, g(δ, null) = 0. Let T be a set of tiles
containing empty. A tile system S is a triple< T, g, ε >. ε ∈ N is the temperature.
A tile can attach to a configuration only in empty positions if and only if the
total strength of the appropriate binding domains on the tiles in neighbouring
positions meets or exceeds the temperature ε.

Given a set of tiles Γ , a seed configuration S′ : Z2 → Γ and S =< T, g, ε >,
configurations could be produced by S on S′. If no more attachment is possible,
then we have the final configuration.

The reader may refer to [1,2,8] for more discussion of the concept of tile
assembly model.

1.3 Preliminary Algorithms

To illustrate the basic idea of the modular tile system, we introduce Algorithm
1 which computes A mod B without proof. According to the algorithm, a sub-
system which is able to compare two numbers and a subsystem which performs
subtraction according to the compare result are required.

Given nA-bit binary integer A and nB-bit binary integer B. We denote by Ai

and Bi the ith digit of A and B. A =
nA−1∑
i=0

2iAi, B =
nB−1∑
i=0

2iBi.

Let A ≥ B. In order to analysis the assembly time of our modular system
in later sections, we define the best-case of Algorithm 1 as follow: for the first
time we compute A−B ∗ 2nA−nB , we get the difference and the difference is less
than B, i.e. for the best-case the loop body will be executed only once. A typical
example is A = B ∗ 2m + C, C < B. In this case we have A−B ∗ 2nA−nB < B,
thus the loop body will be executed only once.

We define the worst-case as follow: each time we perform the subtraction, the
length of A is decreased only by 1. Let Q = A/B, the loop body will be executed
repeatedly nQ times. A typical example is A = 2nA − 1, B = 2nB−1. The loop
body will be executed repeatedly nA − nB + 1 times.
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Input: A , B
Output: S = A mod B

1 while A ≥ B do
2 if A ≥ B ∗ 2nA−nB then
3 A = A−B ∗ 2nA−nB .
4 end
5 else
6 A = A−B ∗ 2nA−nB−1

7 end

8 end
9 S = A

10 return S

Algorithm 1. Modular arithmetic

2 Subsystems of Modular System

2.1 Connector System

Fig. 1 shows the tile set of the connector system that will encode the modulus
B and connect B to the configuration encoding A. This system will also be
used to connect the extended-subtractor system and the shift-comparer system,
which will be discussed in later sections. The tile set consists of two parts: the
9-computational-tile set(Fig. 1(a)) and the 3(nB − 1) + 1-inputting-tile set(Fig.
1(b)). The inputting tile set includes < (1, 1), connB − 1, 1, pre > which encodes
the most significant bit(MSB) of B and connects it to the MSB of A. For the
remaining bits of B, according to the inputs on the west side and south side, the
encoding rule is shown in Fig. 1(b).
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Fig. 1. The tiles have two input sides(south and west) and two output sides (north
and east). (a) the computational tile set (b) the inputting tile set.
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Let Σcon ={||, pre, post, ∗mL, ∗mR,CL,CR,CR2, CR3, 0, 1, (0, 0), (0, 1),
(1, 0), (1, 1)}∪{coni|0 ≤ i ≤ nB − 1} , the strength function gcon is defined
as follow: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

∀δ ∈ Σcon, gcon(σ, null) = 0

gcon(CL,CL) = 2; gcon(∗mL, ∗mL) = 2; gcon(||, ||) = 2

∀σ ∈ Σcon\{null, ∗mL,CL}, gcon(σ, σ) = 1

∀σ, σ′ ∈ Σcon\{null}, ifσ 
= σ′, thengcon(σ, σ′) = 0

(1)

Let Ai, Bi ∈ {0, 1}, n ≥ nA. Let Γ = {α0 = 〈0, ||, null, ||〉, α1 = 〈1, ||, null, ||〉,
γh = 〈∗mL, ||, null, null〉, γt = 〈∗mR,null, null, ||〉}. Let the seed configuration
S : Z2 → Γ be such that⎧⎪⎨⎪⎩

S(1, 0) = γt;S(−n, 0) = γh

∀i = 0, 1, . . . , n− 1 : S(−i, 0) = αAi

For all other (x, y) ∈ Z
2, S(x, y) = empty.

(2)

Lemma 1. Let εcon = 2, and Tcon be a set of tiles over Σcon(Fig. 1). Given a
seed configuration encoding A which is defined in(2), Scon =< Tcon, gcon, εcon >
connects B with A:

– If nA > nB, pads B with nA−nB 0-bits in the least significant bit place and
n−nA 0-bits in the most significant bit place, outputs the identifiers CL and
CR;

– If nA = nB, pads B with n − nB 0-bits in the most significant bit place,
outputs the identifiers CL and CR2;

– If nA < nB, pads B with n − nA 0-bits in the most significant bit place,
outputs the identifiers CL and CR3

Let A = 11010102,B = 10112, n = 8. Fig. 2(a) shows the tile system encoding
B = 10112. Fig. 2(b) shows the seed configuration which encodes A and pads it
with one 0-tile. Scon connects the modulus B with A. Fig. 2(c) shows the example
execution of Scon on the seed configuration. In this case, we have nA > nB, thus
the final configuration outputs (011010102,010110002) and the identifiers CL
and CR.
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Fig. 2. (a) Inputting tile set encoding B = 10112 (b) seed configuration encoding
A = 11010102 (c) Scon connects B with A
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2.2 Shift-Comparer System

In this section we present a system with two jobs: to compare A with B and to
perform right-shift on B. Fig. 3(a) shows the concepts behind the tiles in TC ,
which have two input sides (west and south) and two output sides(north and
east). The concepts includes variables a, b, c, r, r′. We have a, b, c ∈ {0, 1} and
r, r′ ∈ {>,=, <}. The input sides includes variables a, b, c, r, thus there are 24
tiles(Fig. 3 (c)). The rule of comparing A with B is shown in Fig. 3 (b). We
compare Ai with Bi(i = n− 1, n− 2, ..., 0). The assumption A = B holds until
we find Ai 
= Bi: if Ai ≥ Bi, then we have A ≥ B; else if Ai < Bi, we have
A < B(Fig. 3(b)). Fig. 3(d) shows the corresponding boundary tiles.
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Fig. 3. (a) concepts behind the comparer system (b) rules of comparing A and B
(c) computational tiles (d) boundary tiles (e) A = 11010102 and B = 10110002 . (f)A ≥
B, B0 = 0. F outputs (11010102 ,1011002) and the boundary flags (#, >= 0).

Let ΣC = {||, (0, 0), (0, 1), (1, 0), (1, 1), = 0,= 1, < 0, < 1, > 0, > 1, >= 0, >=
1, CL,CR, CR2, CR3, F , # }. Let n ≥ max(nA, nB). Let Γ = {α0β0 = 〈(0, 0),
||, null, ||〉, α0β1 = 〈(0, 1), ||, null, ||〉, α1β0 = 〈(1, 0), ||, null, ||〉, α1β1 = 〈(1, 1),
||, null, ||〉, γh = 〈CL, ||, null, null〉,γt1 = 〈CR, null, null, ||〉}, γt2 = 〈CR2,
null, null, ||〉, γt3 = 〈CR3, null, null, ||〉}. The strength function gC is defined
as follow:
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⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∀σ ∈ ΣC , gC(σ, null) = 0

gC(CL,CL) = 2; gC(>= 0, >= 0) = 2

gC(>= 1, >= 1) = 2; gC(<,<) = 2; gC(||, ||) = 2

∀σ ∈ Σ′
C\{null, CL,>= 0, >= 1, <, ||}, g′C(σ, σ) = 1

∀σ, σ′ ∈ Σ′
C\{null}, σ 
= σ′, gC(σ, σ′) = 0

(3)

Let n ≥ max(nA, nB). Let the seed configuration S : Z2 → Γ be such that⎧⎪⎨⎪⎩
S(1, 0) = γt, γt ∈ {γt1, γt2, γt3};S(−n, 0) = γh

∀i = 0, 1, . . . , n− 1 : S(−i, 0) = αAiβBi

For all other (x, y) ∈ Z
2, S(x, y) = empty.

(4)

Let TC be a set of tiles over ΣC as described in Fig. 3(c,d). We have |TC | = 43.

Lemma 2. Let εC = 2, gC defined as above. Given a seed configuration encod-
ing A and B which is defined in (4), the system SC =< TC , gC , εC > produces
the final configuration F :
I) bdN (F (1,−n)) =‘#’. S′

C performs a right-shift on B: ∀0 ≤ i ≤ n − 1,
bdN (F (1,−i)) = (Ai, Bi+1).
II) For seed configurations with different boundary flags, S′

C outputs different
information in the position (1,1):

– S(1, 0) = γt1 : If A ≥ B, bdN (F (1, 1)) =‘>= B0’; else bdN(F (1, 1)) =‘<’.
– S(1, 0) = γt2 : If A ≥ B, bdN (F (1, 1)) =‘>= B0’; else bdN(F (1, 1)) =‘F ’.

– S(1, 0) = γt3 : bdN (F (1, 1)) =‘F ’.

Fig. 3(e) shows a sample seed configuration S that encodes A = 11010102
and B = 10110002. Fig. 3 (f) shows an example execution of Sc on the seed
configuration and the top row reads the right-shift solution of B, i.e. 1011002;
the rightmost boundary flag ‘>= 0’ indicates that A ≥ B and the initial LSB of
B is 0.

2.3 Extended Subtractor System

In this section we propose a extended subsystem that performs subtraction and
shift-subtraction. The concepts behind the system are showed in Fig. 4(a). The
concepts include variables a, b, c, b′, c′, and s. each of which can take on as values
the elements of the set {0, 1}. The tiles have two input sides (east, south) and
two output sides (west, north). For the subset that performs subtraction, on the
input sides there are 3 variables, thus there are 8 tile types in this system; for the
subset that performs shifter-subtraction, on the input sides there are 4 variables,
thus there are 16 actual tile types in this system. Therefore in this system we
have totally 24 tile types(Fig. 4(b)). Fig. 4(c) shows 5 extra boundary tiles.
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Fig. 4. (a) the concept behind the system computing f(A,B) = A−B and f(A,B) =
A − 2B − t (b) the 24-computational-tile types (c) the 5-boundary-tile types (d)A =
11010102 and B = 1011002 (e)A− 2 ∗B = 100102

Let Σ− = {||, (0, 0), (0, 1), (1, 0), (1, 1), (−, 0), (−, 1), 0,1, (s−, 0, 0), (s−, 0, 1),
(s−, 1, 0), (s−, 1, 1), #, >= 0, >= 1, <,∗mL, ∗mR}, the strength function g−
is defined as follow:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∀σ ∈ Σ−, g−(σ, null) = 0

g−(∗mL, ∗mL) = 2; g−(>= 0, >= 0) = 2

g−(>= 1, >= 1) = 2; g−(<,<) = 2; g−(||, ||) = 2

∀σ ∈ Σ−\{null, ∗ml,>= 0, >= 1, <, ||}, g−(σ, σ) = 1

∀σ, σ′ ∈ Σ−\{null}, ifσ 
= σ′, theng−(σ, σ′) = 0

(5)

Let n ≥ max(nA, nB), A ≥ B. Let Γ = {α0β0 = 〈(0, 0), ||, null, ||〉, α0β1 =
〈(0, 1), ||, null, ||〉, α1β0 = 〈(1, 0), ||, null, ||〉, α1β1 = 〈(1, 1), ||, null, ||〉, γh = 〈#,
||, null, null〉, γt1 = 〈>= 0, null, null, ||〉, γt2 = 〈>= 1, null, null, ||〉, γt3 = 〈<,
null, null, ||〉}. Let the seed configuration S : Z2 → Γ be such that⎧⎪⎨⎪⎩

S(1, 0) = γt, γt ∈ {γt1, γt2, γt3};S(−n, 0) = γh

∀i = 0, 1, .., n− 1 : S(−i, 0) = αAiβBi

For all other (x, y) ∈ Z
2, S(x, y) = empty.

(6)

Lemma 3. Let ε− = 2, let Σ−, g− defined as above, and T− be a set of tiles
over Σ− (see Fig. 4(b,c)). Given a seed configuration encoding A and B which
is defined in (6), the system S− =< T−, g−, ε− > computes different functions:



140 X. Fang and X. Lai

– S(1, 0) = γt1 : S− computes the function f(A,B) = A− 2B
– S(1, 0) = γt2 : S− computes the function f(A,B) = A− 2B − 1
– S(1, 0) = γt3 : S− computes the function f(A,B) = A−B

Fig. 4(d) shows a sample seed configuration encoding A = 11010102 and B =
1011002. There is an identifier ‘ >= 0′ which indicates A−2B will be calculated.
Fig. 4(e) shows an example execution: the top row displays the solution A−2B =
100102.

3 Modular System

3.1 Definition and Sample Execution

Let the seed configuration be defined as it is in (2). Let ΣM = Σcon ∪ΣC ∪Σ−.
Let the strength function gM be such that gM agrees with gcon, gC , g− on their
respective domains.

Theorem 4. Let εM = 2. Let ΣM and gM defined as above. Let Tcon be the
connector system defined in section 2.1 which contains an inputting set en-
coding B. Let TM = Tcon ∪ TC ∪ T−. Given a seed configuration encoding A
which is defined in (2), the system SM =< TM , gM , εM > computes the function
f(A,B) = A mod B.

Due to limitations of space, we are not able to give the proof in detail. A brief
explanation of Theorem 4 is given as follow:

According to Lemma 1, Lemma 2 and Lemma 3, SC could be executed on
the final configuration of Scon, Scon could be executed on the seed configuration
of SM and the final configuration of S−, and S− could be executed on the final
configuration of SC . Thus at the very beginning, Scon will be executed. Then
SC will be executed according to the output of Scon, which is (A, B ∗ 2nA−nB ).

According to Algorithm 1, the intuition behind the modular system computing
A mod B is that comparing A with B:

– If A < B, then A itself is the solution;
– Else if A ≥ B ∗ 2nA−nB , SC outputs the binding domain ‘>= B0’ which

indicates the comparison result; later S− will calculate A = A−B ∗ 2nA−nB ;
– Else if A < B ∗ 2nA−nB , SC outputs the binding domain ‘<’, and S− will

calculate A = A−B ∗ 2nA−nB−1.

Then for A with the updated value, A mod B will be computed again.The pro-
cess will be repeated until we have A < B. The system outputs A as the final
solution.

Fig. 5 shows an example execution of SM with A = 11010102 and B =
10112. The seed configuration encoding A = 11010102 is shown in Fig. 5(a).
The modulus B = 10112, nB = 4, thus B3 = 1, B2 = 0, B1 = 1 and B0 = 1.
Fig. 5(b) shows the corresponding inputting tile set encoding B = 10112. Fig.
5(c) shows the final configuration FM . On the north side of row 8, SC outputs
(1112, 102) and the final identifier ‘F ’, which indicates 1112 is the solution, i.e.
11010102 mod 10112 = 1112.
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Fig. 5. (a) a sample seed configuration S that encodes A = 11010102 , nA = 7, n = 8.
(b) the inputting tile set encoding the modulus B = 10112 (c) the modular system
performs the computation 11010102 mod 10112 and produces a final configuration FM

on S. Along the top row FM encodes the solution, i.e. 000001112 .

3.2 Discussion

Lemma 5. (Modular Assembly Time Lemma). Given the seed configuration de-
fined in (2) which is of length n. For all A, B, if n and nA have the same or-
der of magnitude, the worst-case assembly time of SM computing A mod B is
Θ(nA(nA − nB)) and the best-case assembly time is Θ(nA).

Although the division system proposed in [7] which computes A/B can also be
used to compute A mod B, our scheme enjoys advantage in aspect of assembly
time: the overall assembly time of our scheme is less than that of scheme[7]. In
[7], to compute the remainder, the assembly time is always identical to that of
the worst-case in our scheme. Assume we have A = 1100000012, B = 112, B

′ =
1100000002, i.e. B padded with seven 0-bits. To compute the remainder of A/B,
in [7] it costs seven cycles to reduce the length of B′ until it is identical to nB;
while in our scheme, such operation is not required. The fact thatA−B′ is exactly
the final solution of A mod B could be verified directly after A−B′ is computed.
Thus to compute A mod B, A > B, in our scheme, the best-case assembly time
is Θ(nA) while in [7] the assembly time is always Θ(nA ∗ (nA − nB)), which is
identical to our worst-case assembly time. Our advantage is more significant if
nA is much greater than nB.

Lemma 6. (Modular Tile-set Size Lemma). To compute A mod B, TM requires
81 computational tile types and 3nB − 2 inputting tile types.
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4 Conclusion

In this paper we present a modular system which computes A mod B for given
A and B. The system requires 81 computational tiles and 3nB − 2 inputting
tile types. Compared with pre-existing division system computing A/B whose
assembly time is always Θ(nA(nA − nB)), the worst-case assembly time of our
system is Θ(nA(nA − nB)) and the best-case assembly time is Θ(nA), which is
an improvement on time complexity.

As the tile assembly model is a highly distributed parallelism model of com-
putation, taking advantage of parallelism, more complicated system involving
modulus problem could be constructed. We leave this as future work.
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Abstract. Wireless mesh networks (WMNs) have emerged as a promising 
technology for providing ubiquitous access to mobile users, and quick and easy 
extension of local area networks into a wide area. Channel assignment problem 
is proven to be an NP-complete problem in WMNs. This paper aims proposing 
a new method to solve channel assignment problem in multi-radio, 
multichannel wireless mesh networks for improving the quality of 
communications in the network. Here, a new hybrid state channel assignment 
method is employed. This paper proposes a Link-Layard Protocol and Learning 
Automata (LLLA) to achieve a smart method for suitable assignment. 
Simulation results show that the proposed algorithm has better results compared 
to AODV method. E.g., it reduces the packet drop considerably without 
degrading. 

Keywords: Wireless mesh network (WMN); Channel Assignment (CA); 
Learning Automata (LA); Network Throughput. 

1 Introduction 

Recent improvements in Micro-Electro-Mechanical-Systems (MEMS), wireless 
telecommunication and also digital electronic have made possible manufacturing 
small, low energy consuming and cost effective nodes that are able to have wireless 
connection [1]. Generally networks are classified as wired and wireless. Wireless 
networks include infrastructure based wireless networks and infrastructure  
less wireless networks. The first class of wireless networks have central controller and 
service providers called access points that have the same duty as routers in wired 
networks and nodes connect to each other through access points. But in infrastructure-
less wireless networks there is no central controller and access point and every node 
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acts as final node and router for other nodes in the network. Infrastructure-less 
wireless networks include mobile ad-hoc networks (MANET), wireless sensor 
network (WSN) and wireless mesh network (WMN). WMNs are of connection 
systems that their connection to clients is high speed and wide band. These networks 
are completely wireless and self-organized and guide traffic to internet or from 
internet in multi-hop and ad-hoc method. Wireless mesh networks consist of some 
nodes that are stable and static. These nodes usually have one or more radio or 
network interface. These networks use available channels that are supported by 
802.11 protocols to reach to maximum capacity. In these networks every node 
connects to its neighboring nodes or nodes in its transmission range if these two nodes 
have at least one radio that uses a common channel. It is necessary that each of these 
two nodes has a radio and these radios be adjusted to a common channel. Because 
nodes can have connection to each other only if this connection is made through a 
common channel [2, 3]. 

One of the problems in wireless mesh networks is optimum Channel Assignment 
(CA) for nodes and interference. In order to decrease interference, channels may be 
dedicated in such a way that nodes have the least number of common channels. This 
means decreasing nodes connections. Therefore, high level of connection in the 
network and low interference are not possible simultaneously. In other words, there is 
a trade-off between connection in network and network interference. Interference in 
these networks is inevitable and is the factor that limits capacity. So CA in WMN 
methods tries to decrease interference. So in this paper, we want to propose a new 
method to improve CA and decrease interference in multi-channel wireless mesh 
networks [4, 5]. 

The purpose of this study is proposing a new method for solving CA problem with 
better performance than mentioned methods. We compare our algorithm with AODV 
[6, 18] method based on interference of channels and simultaneous connection of 
network nodes and will show that our proposed method yields better result. In section 
2 related works in CA and routing in WMN will be mentioned. In section 3 the 
proposed idea that is based on learning automata is presented in details. Section 4 
includes tables and graphs of simulation and efficiency estimation of the proposed 
idea and other methods. Finally, conclusion and future works are presented in the last 
section. 

2 Related Research 

In this section studies on recent channel assignment protocols and reliable multi-
section protocols are reviewed. Prior work on channel assignment schemes can be 
broadly classified into three categories: static assignment, dynamic assignment and 
hybrid assignment. Static assignment or Constant strategies assign a channel to each 
interface for permanent use. Dynamic assignment forces nodes to switch their 
interfaces from one channel to another between successive data transmission 
dynamically and Hybrid approaches apply a static or semi-dynamic assignment to the 
fixed interfaces and a dynamic assignment to the switching interfaces [7]. 
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There are several works that have been done in all three categories. In the first 
method in which assignment is dynamic, Pediaditaki has presented a method named 
LCAP in [8]. In this method algorithm is learning automata such that every node can 
do CA based on its neighbor’s conditions. Also neighboring nodes are able to 
automatically find their considered neighbors in information transmission in the 
channel by considering information of each channel. This algorithm is similar to 
Asymmetric and Distributed graph Coloring algorithm or ADC. This method leads to 
increase of channel efficiency at high traffic. In the second method [9], channel 
selection algorithm that is presented below is used. The purpose of this algorithm is 
heuristic specification of a channel. Here the aim is decreasing work of interferers in 
different channels and decreasing surplus generation in a channel by entering one or 
more new nodes in data transmission. This idea not only tolerates various errors but 
also adapts to changes caused by external interferers effective on channel 
performance. In order to make adaptability, intelligent LA algorithm is used. Here a 
new architecture is presented by its details for WMN and CA. The proposed 
algorithm is added to network layer as an effective algorithm in CA like [9-13]. 
Specifically, there are several meta-heuristic works have done on Wireless mesh 
networks in routing [12-14], Channel assignments [15] that belongs to the hybrid 
types of Channel Assignments. Also, authors in [16] specify a heuristic method to 
optimize channel allocation like graph coloring in the mesh graph of nodes. 

Das et al. [17] proposed a Carrier sense multiple access (CSMA) algorithm with 
RTS/CTS/ACK in MAC layers of WMNs, which dedicates channel constantly. This 
method is of constant CA methods. Here, the problem of CA for Multi-Channel 
Multi-Radio in wireless mesh networks is studied. This paper focuses on static mesh 
wireless networks in which multiple channels are available for each wireless medium 
without interference. Also the purpose is finding a constant CA that has the most 
mutual links that can be activated simultaneously by considering limitation of 
interferers. This paper has proposed two Integral Linear Programming (ILP) models 
to solve problem of constant CA with multiple radios. Numerical results show that 
much benefit is obtained through increasing number of radios in each node and 
channels in the network. Pirzada et al. [18] assessed performance on Ad hoc On-
Demand Distance Vector (AODV) in some radio wireless mesh networks. Simulation 
results show that in high load traffic, multiple-radio (AODV-MR) is able to use 
extended spectrum in the best way and it is established that this is much better than 
single-radio AODV.  

3 The Proposed Method 

In this section we want to present an algorithm that can mitigate this problem by 
learning automata (LA). In the following we use one of the famous wireless network 
protocols: AODV. Also for CA link-layer protocols (LLP) is applied that is of hybrid 
assignment in CA section, so we called our algorithm (LLLA means mix of LA in 
LLP). Finally learning automata is used to complete the algorithm to get an intelligent 
method for proper assignment. 
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The purpose of this intelligent algorithm is directing to the best states that can meet 
mentioned criteria. Consider the following figure 1 (Initial Step). It is supposed that 
each node has at least 3 radio Medias and can transmit information by Time-division 
multiplexing (TDM) and frequency-division multiplexing (FDM) methods 
simultaneously. One of the most important suppositions is that medium radio cards 
are the same. It means that all of them can exchange information in X to X+10000 
frequency ranges. Of course this supposition is not impossible because many medium 
cards made by different companies use the same standards, as figure 1.  

In fact we want to create an intelligent method by LLP method and Learning 
Automata (LA) and TDM and FDM multiplexing. Intelligence of this method is 
related to the learning automata when it transforms media from static to dynamic state 
or conversely according to environment feedback. Each node has two functions. 
These functions are related to the media types. In fact we want to present an algorithm 
that adapts itself by network requirements, network topology and application in the 
network. At first, medium type is chosen according to data volume. Then according to 
the feedback got from network, medium type changes its state. This state change 
occurs when medium probability reaches to an amount less than 10 percent of its 
original state. 

In this algorithm always one third of nodes are considered static and the remainder 
is considered dynamic at first. It is supposed that the red node has 3 Medias. So one of 
its radios is considered as static medium and the other two radios are considered as 
dynamic media. 

 

 

Fig. 1. Proposed method in the initial step 

Also in implementation, static media are considered with TDM multiplex and 
dynamic media are considered with FDM multiplex. In the first stage, transmitter 
node goes through the same stages of AODV protocol. This node transmits a packet 
titled “Hello” to its neighbors. Neighbors who have received “Hello” packet send its 
response. In the next stage the second phase of AODV protocol is implemented. In 
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this stage some packets are sent by REQUEST title and neighbors who have received 
the message send list of their neighbors as response to the transmitter (echo). It is 
supposed that red nod should have data transmission with five of its neighbors 
simultaneously. 

 

 

Fig. 2. Proposed Method Transmission Step 

As it was considered (as figure 2) red node has 3 radio Medias that one of them is 
static and the other two nodes are in dynamic state. Then red node should have five 
connections with 3 radio Medias (Transmission Step). All the nodes in transmission 
stage should send volume of their packets to their neighbors. Also nodes that are 
media of transmission should receive packet volume from transmitter and send it to 
the next node. In this way all nodes will be aware of volume of packet that is to be 
transmitted. Now it is supposed that gray, black and yellow nodes carry small packets 
and orange and brown nodes carry large packets. The considered learning automata is 
standard automata[19]. Also since desired and not desired states of criteria are 
considered, our environment is considered P environment (we have different LAs, P-
Type or P environment is one of this types). In this environment feedback from 
environment determines if the environment is desired or not desired (undesired). For 
example, if end to end delay time, packet drop and etc. are desired, it means desired 
performance. But if the considered criteria do not have desired performance, the 
environment is considered undesired. According to LLLA algorithm, red node has 5 
functions. Red node makes a connection channel for each of neighboring nodes. 
According to the original definition, large packets use static media and small packets 
use dynamic media. In the next stage, probability of connection type selection is 
determined by receiving routing performance. For example, at first brown node sends 
a packet to its destination. This node uses a static medium to make connection with 
red node. If red node has received acceptable time from transmission of packet of 
brown node to receiving acceptance of packet accuracy, probability of connection 
with static media for brown node is increased and this connection is maintained for 
some time.  
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A very important note is interference area among radio media. For example 
consider neighboring nodes that one of them has 3 Medias, the other has 4 Medias 
and the other one has 2 radio Medias. If each of these nodes is others circle, at first 
glance interference is inevitable. This problem is solvable by considering some notes. 
The first one is that before making any connection, frequency range of connecting 
node should be known for neighbors. Neighbors by getting frequency range of node 
consider wider frequency range for themselves. This is done until we get far from 
frequency range of a node or a set of nodes. Then in order to request next connections 
in other points of network again narrowest frequency range is used for connection. 
For example if red node considers frequency range of X to X+300 for itself, three 
scenarios are possible for brown node. The first one is that brown node has all its 
connections with red node and uses the same frequency. Second, some of connections 
of brown node are with red node and its other connections are with other nodes. This 
node uses the same frequency range for its connections with red node but makes its 
other connections in frequencies greater than X+300. In the third scenario brown node 
has no connection with red node. So from the beginning it selects other connections in 
frequencies greater than X+300. The point is that all neighbors should save used 
frequencies in their memories in order to make correct decision in this regard. The 
following state is also possible. A neighbor wants to make a connection and wants to 
say this. In this state the highest frequency range is used for transmitting information 
so that no interference with existing connections is created.  

4 Experimental Results 

For algorithm implementation AODV code along with OPNET 14 [20] software 
package was used. In LLLA algorithm implementation at first LLP concept was 
entered in the second layer and learning automata algorithm was considered on nodes.  

4.1 Simulation Scenario 

In order to study accuracy and quality of the proposed algorithm some scenarios were 
considered and each of them was studied separately based on different criterion or 
criteria. Also in all states of standard learning automata reward rate was considered 
0.1 and punishment rate was 0.05. 

4.2 Network Environment 

In this state nodes of network are considered almost static and some nodes transmit 
large packets and some other nodes transmit light packets in the network. To simulate 
this scenario a 100*100 (m^2) environment with 70 nodes is considered; these nodes 
are distributed randomly in the network environment. Simulation running time was 
considered 10 minutes and the purpose was transmitting data from 10 nodes as offset 
and reaching to the considered destination by AODV algorithm. Each of nodes starts 
random transmission of information from 30th second. Of these 10 nodes, 3 nodes 
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create high traffic and7 nodes create light traffic. This scenario was run 5 times and 
the following results were obtained in different states of learning automata. In the 
following we will describe different QoS parameters that are tested in the proposed 
method with AODV. 

4.2.1    Criterion of Packet Drop with Various Learning Automata 
According to figure 3 it can be noted that there is no interference among data except 
in some exceptional situations because each of media are active in their own 
frequency range and this greatly decreases interference. Almost 3 times meaning 300 
percent decrease in interference is obtained and accordingly dropped packets are 
decreased. 

 

 

Fig. 3. Loss Rate based on Run Time 

4.2.2    Criterion of Drop of Packets 
Drop measure of packets depends on buffer memory of each node. If memory of 
buffers is less than required for packet buffering, nodes have should drop the received 
data and request data in another time. Of course this increases network traffic. On one 
side control messages should flow in the network and on the other side the same 
packet should flow in the network again and this increases network congestion. 
Generally buffer fullness occurs when there is mobility in the route and destination 
node or medium nodes have moved or there is failure and current node can`t direct 
data forward and its buffer is full so it should drop received data. 

In the following method drop occurs less frequently due to less failure and 
mobility, and compared to standard AODV algorithm it has about 70% improvement 
in this regard. The reason is that when there are less interferences, packet failure is 
less so packet buffering is less required. Usually one of the reasons for packet  
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buffering by nodes is uncertainty of receiving packets without failure because if 
medium buffers don’t do buffering, routing should be done from offset to destination 
even for a small packet. In 4 states of learning automata, LRI learning automata has 
the best performance and it can be said that this is because of more adaptability with 
network due to less mobility, as figure 4. 

 

 

Fig. 4. Packet Drop Rate 

4.2.3    Criterion of Network Throughput 
Network throughput can be named as the best criterion considered by LLLA. This 
criterion is called father of all criteria. Because a proper measure of this criterion is 
obtained when each of network layers work properly. For example when network 
delay is decreased it means that more data can be handled in a time period or when 
encounters are decreased, more data traffic can be exchanged in the same time period. 
The purpose of the proposed LLLA algorithm has been more network throughput 
compared to AODV standard algorithm and about 650 percent improvement has been 
obtained in simulation. The reason is that: first, in the AODV standard algorithm there 
is just one radio medium but in the proposed algorithm a number of radio media are 
used and this certainly makes performing speed much more. Second. In the proposed 
algorithm a state is considered in which traffics are differentiated but in the standard 
AODV algorithm there is not such differentiation (LLP statement). Third, network 
adapts itself with traffic type and traffic handling type and this has significant effect 
on data transmission that is learning automata algorithm usage. In the studies it was 
shown that learning automata algorithm of LRI type has the best performance because 
of constant state from mobility and failure point of view (figure 5). 
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Fig. 5. Network Throughput based on Run Time 

5 Conclusion and the Future Work 

As was discussed in this paper, loss rate, packet drop, and network throughput are 
studied and compared with AODV. What is resulted from simulation study is that if 
algorithms implemented in the network can adapt themselves with network and 
function based on it, network throughput would increase significantly and our 
proposed algorithm is an example of such a case. This could be applied in VANET 
that needs high throughputs and availability but we applied our work in the special 
cases that mentioned without considering the routing jointly.   

In future works we plan to study the effect of using the proposed algorithm in 
directional antenna to reduce the co-channel interference between some of the 
neighboring links in MC-WMNs. Of course this simulation is just a proposition. Here 
network nodes are considered almost dynamic and some nodes transmit large packets 
in the network and some other transmits light packets. This method has more 
intelligent performance than simple TDM. Also failure states can be considered and 
network with special applications can be studied. 
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Abstract. The benefit of each key algorithm also depends on many additional 
supporting algorithms it uses. It turned out that class of problems related to di-
mensionality reduction of binary spaces used for statistical analysis of binary 
data, e.g. binary (Boolean) factor analysis, is dependent on the possibility and 
ability of performing pseudo-division of binary matrices. The paper presents 
novelty computation approach to it, giving an algorithm for reasonably fast  
exact solution. 
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1 Introduction 

The benefit of each key algorithm depends also on many additional supporting algo-
rithms it uses. It turned out that class of problems related to dimensionality reduction 
of binary spaces used for statistical analysis of binary data is dependent on the possi-
bility and ability of performing pseudo-division of binary matrices. The algorithm 
presented in this paper is a result of research in the field of Binary Factor Analysis 
(BFA), which is a statistical analysis method used to express binary matrix data by 
hidden factors, i.e. as a product of two much smaller binary matrices, thus reducing 
the dimensionality of problem space. BFA can also be used for compression, or fea-
ture and similarity based searching in binary data. 

Binary spaces are the analogy of classic linear (vector) spaces, but they are nonli-
near by their nature, so it isn't possible to use linear algebra to study or work with 
them. The goal of BFA is to find the hidden relationships among binary representa-
tions of objects and their attributes. The process of binary factorization is somewhat 
similar to a clustering of attributes, i.e. a binary factor is something like a cluster. The 
difference is that binary factors can arbitrarily overlap, and inclusion of an attribute in 
a binary factor has no influence of the likelihood of its inclusion in other binary fac-
tors. In contrast, the clustering of attributes usually assigns each one of them to a  
single cluster, and inclusion of an attribute in a particular cluster also reduce the like-
lihood that the same attribute will be included in another cluster. (Read more on BFA 
in [1],[2],[3],[6].) 

BFA is a pure binary method using Boolean algebra, i.e. a set of operations expres-
sible by a combination of Boolean sum, product and negation (or triplet of computer 
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operations and, or, not). It is nonlinear, that's why it can't use classic factorization 
methods based on linear algebra. 

Solving of BFA problems is computationally intensive. It consists of large number 
of operations on binary numbers, binary vectors and binary matrices. All the former 
BFA algorithms tried to avoid the pseudo-division of binary matrices at any cost, as it 
is known to be the most expensive one. A novelty computational approach to the 
problem of pseudo-division is presented here. 

2 Binary Matrix Pseudo-division 

Binary matrix pseudo-division is a generic operation on binary matrices. In BFA it is 
used to evaluate a candidate solution of matrix decomposition into Boolean product of 
two smaller matrices. The ability of fast pseudo-division opens the possibility of using 
algorithms like genetic ones where the evaluation of candidate solutions is very  
important. 

The term pseudo-division is also well known from a classical linear algebra. In 
there the division is based on the orthogonality (and orthonormality) of vectors. There 
is no orthogonality in binary spaces, so we can't use classical division algorithms 
either. 

2.1 Notation 

The following text is related to binary algebra. All matrices are binary, i.e. contain 
just 0s and 1s. All the matrix, vector, and scalar operations are pure binary (Boolean). 
Operators ⊗ and ⊕ denote Boolean product and sum, and are equivalent to computer 
operations and and or respectively. 

When limited to binary numbers, we can see just one single difference to classic 
math: 1 1 1. See table 1. 

Table 1. Two-element Boolean algebra operators 

 0 1   0 1    

0 0 0  0 0 1  0 1 

1 0 1  1 1 1  1 0 

 
In order to make the formulas and algorithms clearer, we use the simplified nota-

tion in place where ambiguity doesn't threaten. Binary matrices are marked upper case 
(e.g. A), their fields are called bits and marked lower case with row and column in-
dices . Rows (row vectors) are marked lower case with one index (e.g. ), column 
vectors aren't used. All indices are 1-based. We use also classic math operations 
whenever it's advantageous and clearly understandable. Obviously, the simplified 
notation is omitted at places where confusion could occur (like the difference between 
classic sum ∑ based on +, and binary sum  based on binary ). 
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2.2 Problem Definition 

Definition 1. (Binary matrix pseudo-division) 
Let X be a binary matrix of size  and A be a binary matrix of size . Bi-
nary matrix pseudo-division means to find a binary matrix F of type  which 
approximately fulfils the formula 
 

 X F A  (1) 
■ 

 

We search for such  whose discrepancy  is the lowest possible in respect to  
formula 1. X F A 
 | | 

 

Note that we always search for the first coefficient (multiplicand) while knowing the 
second one (multiplicator). This is important because the matrix product F A is 
noncommutative. 

3 Algorithms 

3.1 Algorithm #1: Simple Approach 

The simplest algorithm is straightforward: We scan through all possible combinations 
for F, and find the one with the lowest discrepancy . In the past, the computation of 
BFA really used this slow algorithm. 

Time complexity of this algorithm is 2 , which limits its practical usability to 
small matrices only. 

3.2 Algorithm #2: Row-by-Row 

Row-by-row computation was firstly presented in the paper [2]. We start with un-
winding the matrix product formula X F A. 
  

 

  
When we express matrices using row vectors X , … ,  and , … , , 
we can transcribe equation 2 this way 
 

 

 

 

(2) 

 
 (3) 
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Similarly, we can express total discrepancy  as a sum of row discrepancies 
 

 

 
Equation 3 shows that to compute -th row of matrix X we need just -th row of F. 
Obviously, this applies reversely as well: We can search for F row-by-row using just 
a corresponding single row of X for each single row of F. Thus, we scan through all 
possible combinations for each particular row  and use the one with lowest row 
discrepancy  . 

Time complexity of this algorithm is 2 2 . 

3.3 Algorithm #3: Classification of Candidates 

From now on, we will focus to the computation of a single row vector , what is then 
repeated for each ∈ 1, . The key to success is a suitable interpretation of equation 
3. We must understand each row  as a binary vector sum of a subset of rows of 
matrix A. The presence or absence of a particular row  in this subset is determined 
by bit , and we say: “Row  is included in  iff 1.” Our goal is to find the 
mentioned subset as fast as possible, which gives us the whole wanted row vector . 

 
First of all we count number of bit discrepancies for each row , i.e. number of bits 
of  which generate positive or negative discrepancy when  is included in . 
Positive discrepancy: 0 a 1 
Negative discrepancy: 1 a 0 
Row positive and negative discrepancy is computed as the sum of bit discrepancies in 
the particular row (  or ). 

 
Especially unwelcome are all negative bit discrepancies; it is a situation where there 
are 1s where 0s should be instead. These 1s can't be removed by adding more rows of A to our subset, because in Boolean algebra the result of 1  any number of any 
values is always 1. 

Positive bit discrepancy is not such a big problem, because these missing 1s can be 
supplemented by adding another row of A into the selected subset. 

 
It is also wise to use parallel Boolean instructions, which are natively supported on all 
microprocessors, even in higher programming languages. They are classic operations 
like and, or, not and xor working over integer data types (like 32bit int/dword). 
When the matrices are stored in the memory on row-by-row basis, and successive bits 
of particular rows are stored on successive places in memory, the computation can be 
significantly accelerated. (Note that the order or rows in memory isn't important, we 
need just the bits of each row to be together.) For example common x86 CPUs can 
directly operate on 32bits at a time. So, the optimum dividing algorithm works with 
32bit row vectors. Some bits may be left unused, or we can also use multiple times 32 
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bits if needed. The source code in pseudo-language uses classical computer notation 
of row vectors (X i  means , A k  means , etc.) and operations on them. 

 for all rows A[k] { 
  match = A[k] AND X[i] 
  if match = 0 { 
    //rows A[k] and X[i] have got no matching bits, so we can 
    //simply throw the row A[k] away (don't need to remember) 
  } else { 
    //match now contains the matching 1s 
    //next we are going to compute discrepancy of remaining bits 
    goodbits = nzb(match) 
    negative_d = nzb(A[k] AND NOT X[i]) 
 
    if negative_d = 0 { 
      //negative discrepancy is zero→we definitely take this row 
      add A[k] to the selected rows subset 
      goodsum = goodsum OR A[k] 
    } else if goodbits > negative_d { 
      //the row generates a negative discrepancy, 
      //but it is lower than number of matching 1s, 
      //so we are going to keep this row for further processing 
      add A[k] to the candidate rows subset 
    } else { 
      //the row generates a negative discrepancy higher than 
      //number of matching bits, so we can simply throw this row 
      //away (we don't need to remember the row anymore) 
    } 
  } } 

 

For a given  in range 1, , we set goodbits to null vector and then repeat this 
piece of code for all  in range 1, . Figure 1 shows the same steps in UML  
diagram. 

Important part of this code is function nzb, which computes number of nonzero 
bits in a binary vector. Unfortunately, this operation isn't naturally supported in CPUs. 
We need to compute nzb as fast as possible, so we prepare a precomputed table (an 
array) of 256 values for all 8-bit vectors. The nzb function then splits each incoming 
vector to 8-bit parts and uses the precomputed table. Final return value is the sum of 
nzb values of splitted 8-bit parts. (We can also use different lengths than 8-bit, it was 
just here just as an example.) 

 

So, the above algorithm classifies (or separate) all the rows  to the three groups: 

Selected: These ones are included in the resulting subset. 
Discarded: These ones are not included in the resulting subset. 
Candidate: These ones undergo further processing. 
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Fig. 1. Classification of candidates 

At this point we have got a subset of rows of A generating no negative discrepancy, 
so their inclusion in the sought subset is safe (case 1 – the selected rows). Now we 
must subtract the superposition of these rows from , and use the result in further 
searching. Let's name it rest. 

 
rest = X[i] AND NOT goodsum 

 
Now we can compute first approximation of . 

 

 :  is among the selected susbet rows  

 
 

 
 

(4) 
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We can also rewrite formula 4 to the pseudo language: 
 F[i] = 0 for all selected_A[j] {   F[i] = F[i] OR selected_A[j] } 
 

Now, if rest is null vector then the computation of  is finished, as there are no 
remaining bits in , and we've got the exact representation of , by the subset of 
rows of A. 

If rest is a nonzero vector, we carry on with the next step. At first we restrict the 
rows of candidate subset (see case 3 above) to the bits not included in the goodsum. 

 
for all candidate_A[j] { 
  candidate_A[j] = candidate_A[j] AND rest 
} 

 
Now we take these restricted candidate rows, and find among them the subset with 
minimum discrepancy to the rest vector. This must be done by trying and checking 
all combinations of these vectors (including the empty and the whole set). The algo-
rithm operates with the term “superposed subset”, which refers to superposing of all 
vectors in a subset. 

 _∈ , ∈ selected subset 
 

best_vector = null vector 
best_d = nzb(rest) 
for all superposed subsets S of candidate_A { 
  d = nzb(S XOR rest) 
  if d < best_d { 
    best_d = d 
    best_vector = S 
  } 
} F[i] = F[i] OR best_vector 

 
The second part of the algorithm is also shown in UML diagram at figure 2. 
 
Speed of this last phase of the pseudo-division algorithm depends mainly of the num-
ber of candidate rows candidate_A. The experiments revealed that candidate_A is 
usually a very small subset of the rows, while the vast majority of them fall into 
groups of selected or discarded. (We will go into more detail later.) 

The worst case time complexity of this algorithm is 2 , which is identical to 
algorithm #2. Average case time complexity of this algorithm is much better, and 
we'll try to do more precise analysis in next section. 
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Fig. 2. Second part of algorithm #3 

4 Complexity Analysis 

Now we'll try to formally express time complexity of the three algorithms presented 
in the preceding section. 
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4.1 Algorithm #1: Simple Approach 

Ordinary blind search of F is 2 ⋅ 2 , because we have to check 
out all bit combinations in 2 , and compute discrepancy value based on the 
binary matrix product in . 

4.2 Algorithm #2: Row-by-Row 

The row-by-row finding of F is much faster; this algorithm is ⋅ 2 ⋅ 2 , 
because we check out all subsets of matrix A rows in 2  with comparison to the 
correspondent data row in , and we do it for all data rows in . 

4.3 Algorithm #3: Classification of Candidates 

However, the average case speed of the resulting algorithm is even higher. It depends 
mainly on the number of matrix A rows falling into candidate subset, as only these 
rows take part in the second part of the algorithm. The speed-up (compared to algo-
rithm #2) is inversely proportional to the number of candidate rows. The effect of 
number of candidate rows to the resulting computation time and time complexity is 
strictly nonlinear as it is based on lowering the exponent  in the complexity class 
expression 2 . This relation can hardly be expressed in general terms, so we need 
to analyze the behavior of the algorithm on real-world data. Table 2 shows the results 
of experiments revealing the proportion of selected, discarded and candidate rows 
among all matrix A rows participating in the computation. 

The real-world experiments encompassed more than 2 milliards 2 · 10  matrix 
rows. The effort was to include equivalent amount of computation on three algorithms 
(genetic algorithm GABFA, concept lattice algorithm FCBFA, and Blind Search algo-
rithm). First of all we can see the uneven number of actually performed divisions, 
based on particular algorithm. The vast majority of them were done by Blind Search. 
By contrast, less than 0.1% of divisions fall into FCBFA algorithm. 

Candidate rows make 7.55% of the whole. We also need to take the practical im-
portance of particular algorithms into account. Seeing that GABFA is the most often 
used BFA algorithm, we should take its 11.79% as more authoritative value. This 
number says that the algorithm #3 is 2 .  in an average case. Theoretically, 
it's still 2  in the worst case, but there's a huge complexity gap between the algo-
rithms #2 and #31, and the gap gets even bigger as the number of factors grows. For 
example, in the case of 35 factors the computation times change from days to mi-
nutes. (Here we compare algorithms #2 and #3.) 

Also note that all computations can be made using bit-parallel Boolean instruc-
tions, which in praxis (on a classic x86 type CPU) means that 32 units of data are 
processed at once. This is also the reason why all algorithms are shown in vector-
based pseudo code, as it is directly implementable in this form. 

                                                           
1 Compare it to the well-known Quick Sort phenomenon. 
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Table 2. Pseudo-division experiments: The table shows the proportion of selected, discarded 
and candidate rows among all matrix A rows participating in the computation of more than 2 ⋅ 10  cases 

 matrix A rows 
 selected discarded candidate total 

Genetic algorithm     
GABFA 8 224 812 66 465 591 9 978 397 84 668 800 
 9.71% 78.50% 11.79%  
FCBFA:     
 331 068 1 918 156 45 726  2 294 950 
 14.43% 83.58% 1.99%  
Blind Search     
BFA: 10 177 140 1 839 111 783 147 242 916 1 996 531 839 
 0.51%  92.12% 7.37%  
all algorithms:     
 18 733 020 1 907 495 530 157 267 039 2 083 495 589 
 0.90% 91.55% 7.55%  

5 Applications 

The binary matrix pseudo-division algorithm was originally devised mainly for BFA 
computation, because it allows for several new interesting BFA algorithms to be used. 
While this work is aimed at BFA, the division algorithm itself is generally usable in 
Boolean binary algebra whenever needed. Let's just briefly summarize where it's used 
in BFA algorithms described in the recent chapters. 

In this section we present a few application of binary matrix pseudo-division algo-
rithm. All of them have one common factor: They are used for dimensionality reduc-
tion of binary spaces, extraction of features, and the search of clusters or factors in 
binary data. The common background of all these applications is due to the fact that 
the pseudo-division algorithm is a product of research in the field of binary factor 
analysis, while the presented algorithm is generic and fully usable anywhere where 
binary spaces and binary matrices are present. 

5.1 Blind Search BFA 

As mentioned above, the Blind Search BFA algorithm (see [2],[3]) is the most depen-
dent on the division. It goes through all allowed bit combinations, and computes the 
pseudo-division X/A for each single candidate matrix A. The number of candidate 
matrices is very high, as seen in table 2. 

An example: Many BFA-related papers use data set called p3 to test BFA compu-
tation. It's a data matrix of 100 100 bits, and it was formerly considered as a prob-
lematic one, as the computation of 5 factors took 7½ days. Now, with using Blind 
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Search and division algorithm #3, the computation takes only 8 seconds on the same 
computer. 

5.2 Formal Concepts Based BFA 

Another algorithm using binary matrix pseudo-division computes BFA using methods 
formal concept analysis (FCA, see [2],[3],[4]). It uses formal concepts to compile 
candidate matrices A, and then computes the pseudo-division to determine the quality 
of a candidate matrix. The experiments revealed (see table 2) that this algorithm needs 
just a very small number of divisions, compared to Blind Search, and only 1.99% of 
the rows are candidate ones. This leads to a nice result: Time complexity of pseudo-
division is almost polynomial , instead of exponential 2 . (We just 
check each particular row of A in , repeat it for all these rows in  and do 
that for all data rows in .) 

5.3 Genetic Algorithm Based BFA 

Genetic algorithm GABFA (see [3],[5]) is another example of using pseudo-division. 
Yet again, it solves the BFA problem and in contrast to above applications, genetic 
algorithms are randomized so that it is much harder to obtain a clear vision on how 
good it performs. The tests must be repeated many times to wipe out the effect of 
randomness. As you can see in table 2, both the share of candidate rows and the total 
number of divisions varies a lot in particular test runs. While still working with the 
same data, and still giving the same results, the number of pseudo-division operations 
was very diverse. The weighted average share of candidate rows was 11.79%, which 
means the approximate complexity is 2 . . 

5.4 Spurious Attractors of Neural Network 

The research at Russian Academy of Sciences in last decade leads to the conclusion 
that, despite of the former assumptions, the dynamics similar to the function of Hop-
field neural network are present in human brain (see [7]). One of the surprising results 
of this research is a modified Hopfield network which solves BFA problem. The main 
benefit of this algorithm is that more scalable and can process much larger data sets 
than other methods. 

Mentioned neural network in its basic form doesn't use binary matrix pseudo-
division. The drawback of the network is the presence of spurious attractors, which 
are natural element of Hopfield neural networks, and causes the algorithm to fail in 
some cases, when network's dynamic sometimes end up in a spurious attractor. This 
state is equivalent to an invalid row in matrix A. The pseudo-division algorithm isn't 
used by the network itself, but can be used to effectively detect these spurious attrac-
tors. If a row of A is invalid, the corresponding column of F is a null vector. 

  is spurious ∀ : 0 
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6 Summary 

This paper presented a new algorithm for pseudo-division of binary matrices. It is a 
general purpose computational math algorithm, using native bit-parallel features of 
current microprocessors. Experimental complexity analysis revealed that the worst 
case time complexity is 2 , which is the same as the old algorithm, but the aver-
age case time complexity is approximately 2 .  which is a lot better. The 
paper also summarized the primary applications of this algorithm, in the first place the 
application in the solving of binary factorization problems, which showed a promising 
results, e.g. in factor analysis of a test case consisting of 35 factors was former com-
putation time shortened from units of days to units of seconds. 
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Abstract. In biology 3D models are made to correspond with true na-
ture so as to use these models for a precise analysis. The visualization
of these models helps in the further understanding and conveying of the
research questions. Here we use 3D models in gaining understanding on
branched structures. To that end we will make use of L-systems and will
attempt to use the results of our analysis for the gaining of understanding
of these L-systems. To perform our analysis we will have to optimize the
3D models. There are lots of different methods to produce such 3D model.
For the study of micro-anatomy, however, the possibilities are limited. In
planar sampling, the resolution in the sampling plane is higher than the
planes perpendicular to the sampling plane. Consequently, 3D models
are under sampled along, at least, one axis. In this paper we present a
pipeline for reconstruction of a stack of images. We devised a method to
convert the under sampled stack of contours into a uniformly distributed
point cloud. The point cloud as a whole is integrated in construction of
a surface that accurately represents the shape. In the pipeline the 3D
dataset is processed and its quality gradually upgraded so that accurate
features can be extracted from under sampled dataset.

The optimized 3D models are used in the analysis of phenotypical dif-
ferences originating from experimental conditions by extracting related
shape features from the model. We use two different sets of 3D models.
We investigate the lactiferous duct of newborn mice to gain understand-
ing of environmental directed branching. We consider that the lactiferous
duct has an innate blue-print of its arborazation and assume this blue-
print is kind of encoded in an innate L-system. We analyze the duct as it
is exposed to different environmental conditions and reflect on the effect
on the innate L-system. In order to make sure we can extract the branch
structure in the right manner we analyze 3D models of the zebrafish em-
bryo; these are simpler compared to the lactiferous duct and will ensure
us that measuring features can result in the separation of different treat-
ments on the basis of differences in the phenotype.

Our system can deal with the complex 3D models, the features sepa-
rate the experimental conditions. The results provide a means to reflect
on the manipulation of an L-system through external factors.

Keywords: biological model, 3D reconstruction, phenotype measure-
ment, L-System.
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1 Introduction

In recent studies [13, 15, 21] three-dimensional (3D) morphological information
is used to find the various phenotypes in a sample population. Here the sample
population consists of objects in the size range that requires microscope to study
them; the differences in the population are found in the micro-anatomy. It is clear
that 3D models derived from microscope images potentially offer new insights
for analysis. Therefore, 3D images and 3D models are used more frequently over
the past years. With image acquisition techniques in bright field microscopy and
confocal microscopy it is possible to obtain 3D information from a stack of 2D
slices. The sampling is realized by physical sections that are acquired to section
images or by optical sections provided by the confocal microscope. The physical
section technique is very suitable for modeling histological information whereas
the confocal technique is more geared towards imaging specific structures.

From the 3D stack of images a model is derived by segmentation or manual
delineation of structures of interest. Manual delineation is used when specific
structural knowledge cannot directly be derived from the image; a specialist then
selects the specific information through graphical annotation, aka delineation. A
set of contours as extracted from the stack subsequently represents the 3D model.
The general observation is that the output stack of 2D contours is (nearly) always
under sampled perpendicular to the direction of sampling. In order to improve
the model, an interpolation can be applied. The classical way of performing
such interpolation between section images (slices) is an interpolation of the gray
values in the slices so as to estimate the gray values in the missing slices [7].
A linear interpolation for estimating the missing slices, however, may lead to
artifacts. A more advanced manner is a shape-based interpolation [7] which is
applied directly to the contours of the model.

Techniques of 3D shape reconstruction from consecutive contours fall into two
categories: contour stitching and volumetric methods. Contour stitching methods
directly connect the vertices of adjacent contours and produce a mesh that passes
through all contours such as the methods provided by Keppel [10] and Boisson-
nat [3]. The volumetric methods first interpolate intermediate gray-values and
extract the iso-surfaces from a volumetric field. Representative methods are de-
scribed by Levin [11], Barrett et al. [2] and Nilsson et al. [16]. Contour based
reconstruction methods rely on the fact that the data is organized in parallel
planes and performs best on contours that are closed. We tackle the problem of
surface reconstruction in a more general way using a point cloud based surface
reconstruction method. The merit of a point cloud based reconstruction method
is that an abstraction from a specific case to a general problem sheds light on the
critical aspects of the problem [8]. Our review paper provides an analytical eval-
uation of point cloud based reconstruction methods in order to find a method
that can reconstruct the surface and suppress the noise with the information
from three directions (xyz) [5]. The result of the evaluation shows that the Pois-
son reconstruction method fits the needs best. As a result, we develop a pipeline
to firstly create a uniformly distributed point cloud from a set of plane-parallel
contours through shape-based interpolation, then produce a precise and smooth
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surface using Poisson reconstruction method and finally extract important sur-
face features to analyze the model that is derived from sampling under different
conditions.

Once we have obtained an optimized model we can reduce it to a formalized
system. To that end we investigate the connection from a arbor-like structure
to a L-system [19, 20] and reason over the phenotypical effects as a result of
different conditions to which the subjects are exposed.The remainder of this
paper is structured as follows. In section 2 we introduce our methodology. In
section 3 we first verify our method with a case study: the zebrafish embryo and
subsequently continue with the analysis of the mouse lactiferous duct. In section
4 we present our conclusions and discuss the results.

2 Methodology for Model Optimization

Our pipeline is divided into several steps as schematically shown in Figure 1:
i.e., (1) contour interpolation, (2) 3D surface reconstruction and (3) phenotype
analysis. Subsequent to acquisition, the data are organized in a database and,
structures apparent in the images are delineated by a contour. This is done either
via segmentation or via a manual delineation for each slice using our dedicated
annotation software (TDR); for manual delineation a WACOM digitizer tablet
(WACOM, Cintiq LCD-tablet) is used. The contour stacks that are the basis of
our models are well aligned by procedures prior to the modeling and in case of
the confocal images the alignment is an intrinsic quality of the microscope. In
our pipeline we use the stack of images with only the contours as input.

Fig. 1. Pipeline of our system Fig. 2. Piecewise cubic Hermite interpola-
tion

2.1 Contour Interpolation

For interpolation we make use of a shape-based contour interpolation method.
To that end a distance transform is applied in the contour; each point in the
resulting image represents the shortest distance to the contour. The points on
the contour are zero. Now, the distances inside the contour are positive whereas
the distances outside the contour are multiplied with -1 and thus these have a
negative value. For each pixel-column in the z-direction, a 1D monotone piecewise
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cubic spline [6] is constructed to interpolate distance values in z-direction [4].
In Figure 2 an example for the construction of a 1D-interpolation in z-direction
is shown. The reason to use the monotone piecewise cubic spline is that the
output spline preserves the shape of the data and at the same time respects
monotonicity. In this manner unwanted overshooting artifacts are eliminated
by the method. Once the spline is constructed from each vertical column, the
intensity of intermediate missing slices at the same column can be evaluated by
providing different position values in the z-direction. Finally, the interpolated
contour is extracted by setting the threshold of gray-value to zero for each slice.
This approach results in an interpolated and equidistant sampled boundary for
the model.

2.2 3D Surface Reconstruction

In order to be able to use the point cloud based reconstruction method, stack
of binary contour images needs to be converted into point cloud in 3D space.
Each pixel is converted to a point in 3D space taking the corresponding z-
position of the slice into consideration. In this manner the point cloud is created
without losing any details and at the same time is indisputably oversampled.
From an evaluation of point cloud based reconstruction methods [5] that we
conducted previously, we concluded that the Poisson reconstruction method [9]
performs the best for both shape preservation and noise suppression. The Poisson
reconstruction method, however, requires an oriented point cloud as an input.
This means the method needs not only the location but also the normal of each
point in the point cloud data. Therefore the normal for each point in the point
cloud data is calculated using Hoppe’s algorithm [8]. With the oriented point
cloud data, the Poisson reconstruction method is applied to create a precise and
smooth surface for the model. In necessary, the resolution of the resulting surface
model can be tuned by changing the scale parameter which is part of the Poisson
reconstruction method.

2.3 Phenotype Measurement

The type of measurements extracted from the 3D model strongly depends on
the model at hand and the hypothesis posed to resolve phenotypical differences.
We extract a range of different features, ones are derived directly from surface
including global shape, i.e. volume and surface area, and local features such
as surface curvature per point. Other features are extracted from a graph, i.e.
skeleton and centerline. These features encode geometrical and topological shape
properties in a faithful and intuitive manner [1]. The centerline is useful to de-
scribe the topology information of tubular structures such as blood vessels. We
notice the L-systems are potentially embedded arbor-like lactiferous duct sys-
tem. However, the morphological variation of the duct system is regulated by
the hormones alteration. With these observations, we conduct the phenotype
measurement by extracting the centerline from this arbor-like system. The cen-
terline is a special case of the skeleton which have been studied extensively [12].
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The skeleton is the basic representation of the L-system structure. Therefore, the
features calculated from the centerline are representative for the arbor-like struc-
ture description. These features include number of branches, average branch-
length, number of bifurcations, and so on. We would make use of these features
for our phenotype analysis.

3 Result

The result of surface reconstruction method is used for the shape analysis. We
will illustrate this with two different data sets; one from zebrafish and one from
mouse development.

3.1 Case Study 1: Zebrafish Embryo, Measurement Verification

First we want to illustrate that the surface reconstruction process can be very
well applied to a stack of images. As a test data set, confocal image stacks of
zebrafish embryos are used. The images are part of an experiment that consists
of two treatments and therefore two different groups; i.e., a control group that
develops under normal oxygen levels and a treatment group that develops under
a hypoxia condition. For each stack a 3D model of the embryo is constructed by
extracting embryo contour per slice. In total the set consists of 21 embryo models
(14 with normal treatment, 7 with hypoxia treatment). In Figure 3(a) and (b) the
embryo models with different treatment are shown. For each model we calculated
the surface area and the volume. The result from the point-cloud reconstruction
is a triangulated surface and the surface area is computed by integration over all
the triangle patches on the surface. The volume is calculated directly from the
mesh using a known method [25]. For an objective assessment of the differences
between two treatments, we use sphericity [24] as shape descriptor, described as
follows:

Ψ =
π

1
3 (6V )

2
3

A
(1)

where V represents the volume of the object and A represents the surface area
of the object. The sphericity is a normalized shape descriptor and for a sphere it
equals 1. The higher the sphericity of the object the more it resembles a perfect
sphere. Sphericity is computed for all our models and thus mean and standard
deviation of the set are available. The results are listed in Figure 3(c). To test
for differences, the Kolmogorov-Smirnov Test (KS-test) is used [14]. The test
results indicate that sphericity of the control group is significantly smaller than
that of hypoxia group. This is consistent with the biology; the hypothesis states
that the embryo under normal level of oxygen is developing much faster than the
one with hypoxia. As a result the embryo develops uneven in different directions
and cannot resemble the spherical shape that it started from. The development
of embryo with hypoxia, however, is restrained by the lack of oxygen and the
shape remains spherical for a longer time.
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Fig. 3. Results of Zebrafish embryo (a) Normal condition (b) Hypoxia condition (c)
Sphericity plot

3.2 Case Study 2: Mouse Lactiferous Duct, Phenotype Analysis

For our main focus, we shift to topological shape description. We have obtained
experimental data from the development of the lactiferous duct; in early devel-
opment a mouse embryo is exposed to different environmental factors. These
factors are hormones or hormone-like substances, a.k.a. endocrine disruptors,
and these factors will alter the structure of the duct. This means the innate
coding of the L-system is altered and it will result in a different structure or
phenotype. We measure the phenotype in order to show the effect of the envi-
ronmental factor and at the same time we can reason from the result how the
L-system is affected. Our study is based on 3D model of the lactiferous duct of
newborn mice.

The 3D models are obtained from serial sections with a bright field microscope
imaging setup. The images of the lactiferous duct are acquired and a stack of
aligned images is used as input for the 3D model [22, 23]. For each stack the
lactiferous duct structures are delineated by a specialist resulting in initial 3D
models. In the data set used here we included 4 different conditions; meaning
that the mother was exposed to these conditions and we would like to measure
a maternal effect in the offspring. The control group is not exposed (WT) and
consists of 7 models. A condition control group as shown in Figure 5(c),(d) is
exposed to an inert component (OLIE) and consists of 12 models. One group is
exposed to a specific concentration of diethylstilbestrol (DES) and consists of 8
models. And one group is exposed to a cocktail of estrogen and progesterone (EP)
shown in Figure 5(a),(b) and consists of 8 models. From the reconstruction it
shows that the mouse lactiferous duct has distinct tree-like structure as depicted
in Figure 4. To assess the topological shape differences in the models we will
derive the centerline of the lactiferous duct structure, subsequently the arborized
structure is used in the analysis. To derive the topological structure a known
centerline extraction method is used [17]. These centerlines are the basis of the
L-system representation.

For all models interpolation (cf. 2.1) and surface reconstruction (cf. 2.2) is
applied. Subsequently, the centerlines of all branches in the arbor-like structure
are extracted. For each of the models from each global centerline we extract
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Fig. 4. (a) original contour sections; (b) surface model; (c) centerline

Table 1. Result of comparison

length curvature torsion tortuosity min-
radius

max-
radius

mean-
radius

median-
radius

DES-EP
h 0 -1 0 0 0 0 0 0
p 0.2027 0.0098 0.5588 0.8170 0.7951 0.6364 0.8275 0.9412

OLIE-WT
h 0 0 0 0 0 0 0 0
p 0.2564 0.8537 0.7724 0.9246 0.0416 0.2951 0.1581 0.3943

DE-OW
h -1 1 0 0 0 -1 -1 -1
p 0.0043 0.0031 0.2714 0.5649 0.1007 4.99E-5 0.0026 0.0040

individual branches. For each branch we calculate phenotype measurements in-
cluding branch length, curvature, torsion, tortuosity, minimal radius, maximal
radius, mean of the radius and median of the radius. The curvature of a branch
is defined as the average of curvatures of each of the branch-point. The curvature
of a point is the inverse of the radius of the local osculating circle. The torsion
is the degree by which the osculating plane rotates along the line [18]. The tor-
tuosity is the ratio between the branch length and the distance of the branch
endpoints. The radius is defined as the radius of maximum inscribed sphere for
each point.

For analysis we construct a dataset by collecting all the branches with mea-
surements from the same group and use the KS-test to check significant differ-
ences for every measurement. The hypothesis is that DES and EP will have an
effect on the development of the lactiferous duct; this effect should not be seen
in the OLIE and WT group in which development should not be affected at all.
Consequently, the DES and EP group should be similar and so are the OLIE and
WT group. At the same time, the DES and the EP should be significantly differ-
ent from the OLIE and WT group. We therefore employ the kstest to compare
three groups: one between the groups DES and EP (DES-EP); one between the
groups OLIE and WT (OLIE-WT); the other one between the combined groups
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Fig. 5. Different branch structures of lactiferous duct (a) surface model from group
EP; (b) centerline of the model from group EP; (c) surface model from group OLIE;
(d) centerline of the model from group OLIE

DES with EP and OLIE with WT (DE-OW). In Table 1 the results are shown.
The p-value refers to the significance level. Value h is 1 if the first dataset is sig-
nificantly larger than the second. Value h is -1 if the first dataset is significantly
smaller than the second dataset. Otherwise, value h is 0. The significance level
was set to p = 0.01. From the results we can see group OLIE and WT are exactly
the same. Group DES and group EP are almost the same except for curvature.
Nevertheless, the combined group DES with EP and group OLIE with WT are
significantly different in length, curvature, maximal radius, mean of the radius
and median of the radius. These features seem to be prominent features over
torsion, tortuosity and minimal radius. The results accept the hypothesis and
also confirm the feasibility of our 3D analysis for such complex system.

4 Discussion and Conclusion

In this paper, we introduce a system for 3D representation and analysis from stack
of images through a 3D model representation that is derived from that stack. The
3D model needs to be optimized and to that end a point cloud based reconstruc-
tion method is used. In this manner the stack of contours in the model is efficiently
converted into a uniformly distributed point cloud in 3D space. As such it changes
a specific contour based reconstruction problem to a much more generalized point
cloud based reconstruction method. Since we take all the 3D points at once to
construct the surface representation it makes full use of the boundary point cloud
relationship in 3D space. In this way we overcome the restriction imposed by the
stack of contours which does not efficiently use the relationship in the z-direction.
From our former results we have learned that the Poisson reconstruction method
performs well in both shape preserving and noise suppression. This is again con-
firmed in this current study.
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Our purpose is representation and analysis of 3D biological models. The anal-
ysis pipeline presented here combines all best techniques and brings us close to
realization. . The pipeline is applicable to different kinds of dataset that origi-
nate from different microscopes and sampling conditions. The complexity that
one finds in micro-anatomy can be well covered by the pipeline. Henceforward,
we will continue to develop this pipeline and include more techniques in order
to be able to deal with the large variation of experimental settings and imaging
typical for bio-medical research. The potential of our system in dealing with
shape related studies in biology should be explored further.

The 3D models were used for different purposes. The zebrafish embryo models
have been used to obtain information on the efficiency of our basic measurements.
The lactiferous duct models were used to extract more complex features. In order
to accommodate the branching structure that we analyze in a formal structure
we invoke the L-system. This nature inspired formal system can help in the
understanding of the branching; in fact, we consider an L-system to embody the
blue-print of the normal development of the branching duct. Our experimental
results illustrate the change of the L-system under environmental conditions and
the features we have derived represent the change in phenotype. At the same
time the features represent the mutations in the L-system. Thus, this analysis of
induced phenotypes helps us in bringing new inspiration to the manipulation of
the L-system in which the features provide a quantifiable twist to this system.
Our research will be directed in this delicate interplay of nature inspired systems
and nature driven models.
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classification accuracy of 92.72%, using SVM linear kernel function with
35 images per class for training.

Keywords: image classification, features extraction, ripeness, principal
component analysis (PCA), support vector machine (SVM).

1 Introduction

Product quality is one of the prime factors in ensuring consistent marketing of
crops. Determining ripeness stages is a very important issue in produce (fruits
and vegetables) industry for getting high quality products. However, up to this
day, optimal harvest dates and prediction of storage life are still mainly based
on subjective interpretation and practical experience. Hence, automation of this
process is a big gain at agriculture and industry fields. For agriculture, it may
be used to develop automatic harvest systems and saving crops from damages
caused by environmental changes. For industry, it is used to develop automatic
sort system or checking the quality of fruits to increase customer satisfaction
level [1].

So, an objective and accurate ripeness assessment of agricultural crops is
important in ensuring optimum yield of high quality products. Also, identifying
physiological and harvest maturity of a agricultural crops correctly, will ensure
timely harvest to avoid cutting of either under- and over-ripe agricultural crops.
Accordingly, monitoring and controlling ripeness of agricultural crops is a very
important issue in produce industry, since the state of ripeness during harvest,
storage, and market distribution determines the quality of the final product
measured in terms of customer satisfaction [2].

This article presents a multi-class content-based image classification system
to monitor the ripeness process of tomato via investigating and classifying the
different maturity/ripeness stages based on the color features. The datasets used
for experiments were constructed based on real sample images for tomato at dif-
ferent stages, which were collected from a farm at Minia city. Datasets of 175
images and 55 images were used as training and testing datasets, respectively.
Training dataset is divided into 5 classes representing the different stages of
tomato ripeness. The proposed approach consists of three phases; namely pre-
processing, feature extraction, and classification phases. During pre-processing
phase, the proposed approach resizes images to 250x250 pixels, in order to re-
duce their color index, and the background of each image will be removed using
background subtraction technique. Also, each image is converted from RGB to
HSV color space. For feature extraction phase, Principal Component Analysis
(PCA) algorithm is applied in order to generate a feature vector for each image
in the dataset. Finally, for classification phase, the proposed approach applied
Support Vector Machine (SVM) algorithm classification of ripeness stages.

The rest of this article is organized as follows. Section 2 introduces some resent
research work related to fruit ripeness monitoring and classification. Section 3
presents the core concepts of SVM and PCA algorithms. Section 4 describes the



Multi-class SVM Based Classification Approach for Tomato Ripeness 177

different phases of the proposed content-based classification system; namely pre-
processing, feature extraction, and classification phases. Section 5 discusses the
tested image dataset and presented the obtained experimental results. Finally,
Section 6 presents conclusions.

2 Related Work

This section reviews current approaches tackling the problem of fruits/vegetables
ripeness monitoring and classification.

In [3], Authors proposed an approach based on spectral images analysis to
measure the ripeness of tomatoes for automatic sorting. The proposed approach
compared hyper spectral images with standard RGB images for classification of
tomatoes ripeness stages. That depends on individual pixels and includes gray
reference in each image for obtaining automatic compensation of different light
sources. The proposed approach in [3] applied the Linear discriminant analysis
(LDA) as a classification technique depending on pixels values and proved that
spectral images is better than standard RGB images for measuring ripeness
stages of tomatoes via offering more discriminating power.

In [4], authors applied photogrammetric methodology in order to depict a
relationship between the color of the palm oil fruits and their ripeness, then
sorted them out physically. That approach was considered the first automation
of palm oil grading system. Due to difficulty of using the average color digital
number values at RGB color space for determining ripeness because of the fusion
of the image of palm fruit with dirt and branches. The proposed approach applied
the K-means clustering and segmented the fruit fresh bunches (FFB) colors
in an automated fashion. Then, to differentiate ripe FFB from unripe fruits,
the computed color value to R/G and R/B ratios of the digital number of the
segmented images was used. On the other hand, in [2], authors proposed an
assessment approach for ensuring optimum yield of high quality oil in order to
overcome subjectivity and inconsistency of manual human grading techniques
based on experience. Palm ripeness stages can be classified into under ripe, ripe
and overripe depending on different color intensity. The developed approach is
an automated ripeness assessment using RGB and fuzzy logic feature extraction
and classification model to assess the ripeness of oil palm. It depends on color
intensity. This approach achieved an efficiency of 88.74%.

Moreover, a neural network with image processing approach for color recog-
nition is designed for identifying the ripe of banana fruit in [5]. The proposed
system depends on RGB color components of the captured images of banana.
It used four sets of bananas used with different type of sizes and ripeness. Each
image of the banana is captured in four different positions and the images are
captured daily until all bananas turn to be rotten. This research used super-
vised Neural Network model with utilizing the error back propagation model. It
achieved an identification accuracy of 96%.

Also, an artificial neural network with image processing approach is designed
in [6] to measure and determine the ripeness and quality of watermelon depend-
ing on its colors in YCbCr Color Space. It measures the ripeness by checking
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textured founded on the skin of watermelon, which was classified into ripe index
from the segmented image depending on the amount of pixels at each region.
This approach achieved an accuracy of 86.51%.

3 Preliminaries

3.1 Principal Component Analysis (PCA)

Principal component analysis is a statistical common technique, which is widely
used in image recognition and compression for a dimensionality reduction, data
representation and features extraction tool as it ensures better classification [7–
10]. It basically reduces the dimensionality by avoiding redundant information,
and reducing samples features space to features sub-space (smaller space which
contains all independent variables which are needed to describe the data) by dis-
carding all un-effective minor components. So, it’s necessary to perform various
pre-processing steps in order to utilize the PCA method for feature extraction.
PCA algorithm can be performed by applying the following steps [8]:

– Step 1: Calculate the mean of all features.
– Step 2: Subtract the mean from each observation and calculate the covariance

matrix C.
– Step 3: Calculate the eigenvectors and eigenvalues of the covariance matrix.
– Step 4: Rearrange the eigenvectors and eigenvalues and select a subset as a

basis vectors.
– Step 5: Project the data.

3.2 Color Features

A widely used feature in image retrieval and image classification problems is
the color, which is as well an important feature for image representation [11].
In this research two color descriptors will be used; namely colormoment and
colorhistogram. Moreover, the first three color moments, which are mean, stan-
dard deviation, and skewness [11, 12], have been proved to be efficient and ef-
fective way for representing color distribution in any image.

Mean, standard deviation, and skewness for a colored image of size N × M
pixels are defined by the following equations.

x̄i =

∑M·N
j=1 xij

M ·N (1)

∂i =

√√√√ 1

M ·N
M.N∑
j=1

(xij − x̄i)2 (2)

Si =
3

√√√√ 1

M ·N
M.N∑
j=1

(xij − x̄i)2 (3)
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where xij is the value of image pixel j of color channel i (e.g RGB, HSV and etc..),
x̄i is the mean for each channel i=(H,S and V), ∂i is the standard deviation,
and Si is the skewness for each channel [11, 12]. On the other hand, colored
histogram is a color descriptor that shows representation of the distribution of
colors in an image. It represents the number of pixels that have colors in each
range of colors [11].

3.3 Support Vector Machine (SVM)

The Support Vector Machine (SVM) is a Machine Learning (ML) algorithm
that is used for classification and regression of high dimensional datasets with
great results [13–15]. SVM solves the classification problem via trying to find an
optimal separating hyperplane between classes. it depends on the training cases
which are placed on the edge of class descriptor this is called support vectors,
any other cases are discarded [16–18].

SVM algorithm seeks to maximize the margin around a hyperplane that sep-
arates a positive class from a negative class [13–15]. Given a training dataset
with n samples (x1, y1), (x2, y2), . . . , (xn, yn), where xi is a feature vector in a
v-dimensional feature space and with labels yi ∈ −1, 1 belonging to either of
two linearly separable classes C1 and C2. Geometrically, the SVM modeling al-
gorithm finds an optimal hyperplane with the maximal margin to separate two
classes, which requires to solve the optimization problem, as shown in equations
(4) and (5).

maximize

n∑
i=1

αi − 1

2

n∑
i,j=1

αiαjyiyj .K(xi, xj) (4)

Subject− to :

n∑
i=1

αiyi, 0 ≤ αi ≤ C (5)

where, αi is the weight assigned to the training sample xi. If αi > 0, xi is called
a support vector. C is a regulation parameter used to trade-off the training ac-
curacy and the model complexity so that a superior generalization capability
can be achieved. K is a kernel function, which is used to measure the similarity
between two samples. Different choices of kernel functions have been proposed
and extensively used in the past and the most popular are the gaussian radial
basis function (RBF), polynomial of a given degree, linear, and multi layer per-
ceptron MLP. These kernels are in general used, independently of the problem,
for both discrete and continuous data.

4 The Proposed Classification System

The proposed ripeness classification system consists of three phases; namely pre-
processing, feature extraction, and classification phases. Figure 1 describes the
general structure of the proposed approach.
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The datasets used for experiments were constructed based on real sample im-
ages for tomato at different ripeness stages, which were collected from a farm
at Minia city. Collected datasets contains colored JPEG images of resolution
3664x2748 pixels that were captured using Kodak C1013 digital camera of 10.3
megapixels resolution. Datasets of 175 images and 55 images were used as train-
ing and testing datasets, respectively. Training dataset is divided into 5 classes
representing the different stages of tomato ripeness.

4.1 Pre-processing Phase

During pre-processing phase, the proposed approach resizes images to 250x250
pixels, in order to reduce their color index, and the background of each image
will be removed using background subtraction technique. Also, each image is
converted from RGB to HSV color space as it is widely used in the field of color
vision and close to the categories of human color perception [19].

4.2 Feature Extraction Phase

As previously stated, since tomato surface color is the most important charac-
teristic to asset the ripeness, this system uses HSV colored histogram and color
moments for ripeness stages classification. For this phase, Principal Component
Analysis (PCA) algorithm is applied as features extraction technique in order
to generate a feature vector for each image in the dataset.

It transforms the input space into sub-spaces for dimensionality reduction,
after completing the previous 1D 16x4x4 HSV histogram, 16 level for hue and 4
level for each of saturation and value. In addition, nine color moments, three for
each channel (H, S and V channels) (mean, standard deviation, and skewness),
will be computed. Then, a feature vector will be formed as a combination of
HSV 1D histogram and the nine color moments.

4.3 Classification Phase

Finally, for classification phase, the proposed approach applied SVM algorithm
for classification of ripeness stages. The inputs are training dataset feature vec-
tors and their corresponding classes, whereas the outputs are the ripeness stage
of each image in the testing dataset.

Since SVM is a binary class classification method and our problem is an N-
class classification problem, so in this research the SVM algorithm is applied
to Multi-class problem [20]. We used one-against-all approach to do that. That
approach worked as follows:

1. Construct N binary SVM.
2. Each SVM separates one class from the rest classes.
3. Train the ith SVM with all training samples of the ith class with positive

labels, and training samples of other classes with negative labels.
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Fig. 1. Architecture of the proposed ripeness classification approach

5 Experimental Results

Simulation experiments in this article are done on a PC with Intel corei7 Q720
@ 1.60 GHZ CPU and 6GB memory. Our approach is designed with Matlab
on the operation system Windows 7. The datasets used at this research were
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Training samples

Testing samples

Fig. 2. Examples of training and testing samples

prepared from real samples for tomato at different stages, which were collected
from a farm at Al-minia. Datasets of 175 images and 55 images were used as
training and testing datasets, respectively. Some samples of both datasets are
shown in figure 2. Training dataset is divided into 5 classes representing the
different stages of tomato ripeness as shown in figure 3. The classes are Green
& Breaker, Turning, Pink, Light Red, and Red stages [21].

– For Green & Breaker stage, green represents the ripeness stage where fruit
surface is completely green, however breaker represents the ripeness stage
where there is a definite break in color from green to tannish-yellow, pink or
red on not more than 10% of the surface.

– For Turning stage, 10% to 30% of the surface is not green.
– For Pink stage, 30% to 60% of the surface is not green.
– For Light Red stage, 60% to 90% of the surface is not green.
– Finally, for Red stage, more than 90% of the surface is not green.

The proposed system was tested using different number of training images per
class, as shown in table 1. The used features for classification are a combination
of colored HSV histogram and color moments and PCA algorithm was applied
for features extraction. Moreover, SVM algorithm was employed with different
kernel functions that are: Linear kernel, radial basis function (RBF) kernel, and
Multi-Layer Perceptron (MLP) kernel for for ripeness stage classification. Figure
4 depicts experimental results table I that shows classification accuracy obtained
via applying each kernel function having 10, 15, 25, and 35 training images per
class. In order to improve the system accuracy, a larger number of training
images per class were used. The results of the proposed PCA-SVM classification
system are evaluated against human expert assessment for measuring obtained
accuracy. As shown in figure 4, with the linear kernel function being used for
SVM algorithm and the number of training images per class is 35, the proposed
classification system achieved 92.72 % accuracy for all ripeness stages.

Accuracy =
Numberofcorrectlyclassifiedimages

Totalnumberoftestingimages
(6)
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Grean and Breaker stage

Turning stage

Pink stage

Light Red stage

Red stage

Fig. 3. Examples of tomato ripeness stages

Table 1. Classification accuracy for different kernel functions

Number of Training Kernel Function Accuracy
Images per Class

Linear 56.36%

10 RBF 45.45%

MLP 41.18%

Linear 63.64%

15 RBF 47.27%

MLP 41.18%

Linear 72.72%

25 RBF 41.18%

MLP 41.18%

Linear 92.72%

35 RBF 52.72%

MLP 41.18%
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Fig. 4. Results for different kernel functions and different sizes for training class

6 Conclusions

In this article, we developed a system for classifying the ripeness stages of tomato.
The system has three main stages; pre-processing, feature extraction and ripeness
classification. The work was accomplished by applying resizing, background re-
moval, and extracting color components to each image then feature extraction
is applied to each pre-processed image, HSV histogram and color moments are
obtained as a feature vector and used as a PCA inputs for transformation. finally
SVM model is developed for ripeness stage classification. Based on the obtained
the results, the ripeness classification accuracy is 92.72% for using SVM linear
kernel function and 35 images per class for training.
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Abstract. In this study, Stochastic VRPwith Real Simultaneous Pickup
and Delivery (SVRPSPD) is attempted the first time and fitted to a
public transportation system in Anbessa City Bus Service Enterprise
(ACBSE), Addis Ababa, Ethiopia. It is modeled and fitted with real data
obtained from the enterprise. Due to its complexity, large instances of
VRP and/or SVRPSPD are hard to solve using exact methods. Instead,
various heuristic and metaheuristic algorithms are used to find feasible
VRP solutions. In this work the Differential Evolution (DE) is used to
optimize bus routes of ACBSE. The findings of the study shows that, DE
algorithm is stable and able to reduce the estimated number of vehicles
significantly. As compared to the traditional and exact algorithms it has
exhibited better used fitness function.

Keywords: vehicle routing problem, pickup and delivery, machine learn-
ing, differential evolution, real-world application.

1 Introduction

The problem of designing a minimum cost set of routes to serve a collection
of customers with a fleet of vehicles is a fundamental challenge in the field of
logistics, distribution and transportation [1]. This is because transportation and
distribution contribute approximately 20% to the total costs of a product [2]. The
task of designing delivery or pickup routes to service customers in the transport
and supply chain is known in the literature as a Vehicle Routing Problem [1]. It
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was the first time proposed by [3] under the title “Truck dispatching problem”
with the objective to design optimum routing of a fleet of gasoline delivery trucks
between a bulk terminal and a large number of service stations supplied by the
terminal. Often the context is that of delivering goods located at a central depot
to customers who have placed orders for such goods, but the area of application
of VRP is also versatile and are used in many areas in real world life.

This paper is trying to develop a VRP model that addresses the stochastic
nature of passengers’ pickup and delivery services in Anbessa City Bus Ser-
vice Enterprise (ACBSE), Addis Ababa, Ethiopia. ACBSE is a urban public
bus transport enterprise which provides a public transport service in the city
of Addis Ababa, Ethiopia. The model developed is called Stochastic VRP with
Real Simultaneous Pickup and Delivery (SVRPSPD). It is the first of its kind
in the literature of VRP due to the fact that it considered stochastic pickup and
delivery of commuters’, and both the pickup and delivery services are also per-
formed simultaneously during the transportation services. The SVRPSPD model
is simulated and solved using Differential Evolution with real data collected from
ACBSE.

2 Literature Review

In general, VRPs are represented in a graph theory. The general model is defined
as: let G = (V,A) be a directed or asymmetric graph where V = {0, ...n} is a set
of vertices representing cities with depot located at vertex 0, and A is the set
of arcs. With every arc (i, j), i 
= j is associated a non-negative distance matrix
C = (cij). In some context, cij can be interpreted as a travel cost or as a travel
time [4]. When C is symmetrical, it is often convenient to replace A by a set
E of undirected edges, the graph being called symmetric or undirected graph.
In many practical cases, the cost or the distance matrix satisfies the triangular
inequality such that cik + ckj ≥ cij , ∀i,j,k ∈ V [5]. The general or classical VRP
consists of designing a set of at most K delivery or collection routes such that
each route starts and ends at the depot, each customer is visited exactly once by
exactly one vehicle, the total demand of each route does not exceed the vehicle
capacity and the total routing cost is minimized [5].

Moreover, because of the complexity and the practical relevance of VRPs, vast
literature is devoted to the Bus Scheduling Problem (BSP) and many optimiza-
tion models have been proposed [6]. The models tried to achieve several near
optimal solutions with a reasonable amount of computational effort [1]. Various
extensions for the Vehicle Schedule Problem (VSP) or VRP with different addi-
tional requirements were also covered in the literature over the last fifty years [5].
Among others the existence of one depot [7] or more than one depot [8], a hetero-
geneous fleet with multiple vehicle types [7] the permission of variable departure
times of trips, VRP with Stochastic Demand (VRPSD) [1,9,10] is also one of
the major variants of VRP in the literature and the VRP with incapacitated
vehicle [11,12,10] are the very few examples in the VRP literature.

The basic version of VRP, Stochastic VRP (SVRP) and/or VRP with stochas-
tic Customer Demand (VRPSD), which are stated above are either a pure pickup
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or a pure delivery problems [13,14]. The pure pickup or pure delivery types
of VRP has been extensively studied in the literature with many application
areas [15].

The VRP with delivery and pickup (VRPDP) is also a well studied in the
literature but with the assumption of deterministic demand or with modifications
of as classical VRP models separately for the pickup and for the delivery [16]. As
it is evident in [17] and the surveying of [18], the problem can be divided into two
independent CVRPs [16]; one for the delivery (linehaul) customers and one for
the pickup (backhaul) customers, such that some vehicles would be designated
to linehaul customers and others to backhaul customers.

A similar models and approach was also studied VRPSDP by [19] with consid-
eration of first delivery and then followed by pickup service but named as simul-
taneous delivery and pickup VRP problem [20,21,22]. This assumption is more
clearly illustrated by [18] and [19] with a symbol representation and mathemati-
cal model. The model illustrated first with symbols � as delivery and second with
symbols � as pickup along each route [19]. Where as in the work of [18,20,21,23]
it considered P as a set of backhauls or pickup vertices, P = {1, . . . , n} and D
as a set of linehauls or delivery vertices, D = {n + 1, . . . , n + ñ}. As it can be
seen from this consideration, the assumption is that, in VRPSPD all delivered
goods must be originated from the depot and served to n nodes ( {1, . . . , n} )
and all pickup goods must be transported back to the depot {n+ 1, . . . , n+ ñ}
or even viceversa.

A real simultaneous delivery and pick up with deterministic demand was noted
on the work of [24,25,26] bust with deterministic demand. In addition to this
drawback, previous works on VRPSDP has also limitation on the consideration of
demand. In other work of the same authors [27], studied simultaneous pickup and
delivery service but deliveries are supplied from a single depot at the beginning
of the service followed by pickup loads to be taken to the same depot at the
conclusion of the service.

2.1 Differential Evolution

The DE is a versatile and easy to use stochastic evolutionary optimization al-
gorithm [28]. It is a population-based optimizer that evolves a population of
real encoded vectors representing the solutions to given problem. The DE was
introduced by Storn and Price in 1995 [29,30] and it quickly became a popular
alternative to the more traditional types of evolutionary algorithms. It evolves
a population of candidate solutions by iterative modification of candidate solu-
tions by the application of the differential mutation and crossover [28]. In each
iteration, so called trial vectors are created from current population by the differ-
ential mutation and further modified by various types of crossover operator. At
the end, the trial vectors compete with existing candidate solutions for survival
in the population.

The DE Algorithm. The DE starts with an initial population of N real-valued
vectors. The vectors are initialized with real values either randomly or so, that
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they are evenly spread over the problem space. The latter initialization leads to
better results of the optimization [28].

During the optimization, the DE generates new vectors that are scaled per-
turbations of existing population vectors. The algorithm perturbs selected base
vectors with the scaled difference of two (or more) other population vectors in
order to produce the trial vectors. The trial vectors compete with members of
the current population with the same index called the target vectors. If a trial
vector represents a better solution than the corresponding target vector, it takes
its place in the population [28].

There are two most significant parameters of the DE [28]. The scaling factor
F ∈ [0,∞] controls the rate at which the population evolves and the crossover
probability C ∈ [0, 1] determines the ratio of bits that are transferred to the trial
vector from its opponent. The size of the population and the choice of operators
are another important parameters of the optimization process.

The basic operations of the classic DE can be summarized using the following
formulas [28]: the random initialization of the ith vector with N parameters is
defined by

xi[j] = rand(bLj , b
U
j ), j ∈ {0, . . . , N − 1} (1)

where bLj is the lower bound of jth parameter, bUj is the upper bound of jth
parameter and rand(a, b) is a function generating a random number from the
range [a, b]. A simple form of the differential mutation is given by

vti = vr1 + F (vr2 − vr3) (2)

where F is the scaling factor and vr1, vr2 and vr3 are three random vectors from
the population. The vector vr1 is the base vector, vr2 and vr3 are the difference
vectors, and the ith vector in the population is the target vector. It is required
that i 
= r1 
= r2 
= r3. The uniform crossover that combines the target vector
with the trial vector is given by

l = rand(0, N − 1) (3)

vti [m] =

{
vti [m] if (rand(0, 1) < C) or m = l

xi[m]
(4)

for each m ∈ {1, . . . , N}. The uniform crossover replaces with probability 1−C
the parameters in vti by the parameters from the target vector xi.

There are also many other modifications to the classic DE. Mostly, they differ
in the implementation of particular DE steps such as the initialization strat-
egy, the vector selection, the type of differential mutation, the recombination
operator, and control parameter selection and usage [28].

Recent Applications of DE to the Vehicle Routing Problem. Large VRP
instances are due to the NP-hardness of the problem hard to solve using exact
methods. Instead, various heuristic and metaheuristic algorithms are employed
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to find approximate VRP solutions in reasonable time [31,32]. A categorized
bibliography of different metaheuristic methods applied to VRP variants can be
found in [32].

The DE has proved to be an excellent method for both, continuous and dis-
crete optimization problems. This section provides a short overview of recent
applications of DE to different variants of the VRP published in 2012. Hou et al.
introduced in [33] a new discrete differential evolution algorithm for stochastic
vehicle routing problems with simultaneous pickups and deliveries. The proposed
algorithm used natural (integer) encoding with the symbol 0 as sub-route separa-
tor and fitness function incorporating routing objective and constraints. Besides
the traditional DE operators, new bitwise mutation was proposed. The algorithm
also utilized an additional revise operator to eliminate illegal chromosomes that
might have been created during the evolution. The experiments conducted by
the authors have shown that the proposed algorithm delivers better solutions
and converges faster than other DE-based and GA-based VRP solvers.

Liu et al. [34] used a memetic differential evolution algorithm to solve vehicle
routing problem with time windows. The algorithm used a real-valued source
space and discrete solution space. A source vector was translated into an solution
vector by modifications of the source vector (e.g. insertion of sub-route separator
’0’ in feasible locations) and optimized by three local search algorithms. The
fitness of the best routing found by the local searches was called generalized
fitness of the source vector. The experiments performed by the authors have
shown that the proposed modifications improve the quality of solutions found
by the DE and that the new algorithm is especially suitable for solving VRP
instances with clustered locations.

Xu and Wen [35] used differential evolution for unidirectional logistics distri-
bution vehicle routing problem with no time windows. The authors approached
the task as an multi-objective optimization problem (although none of the tradi-
tional multi-objective DE variants was used) and established an encoding scheme
that mapped the real-valued candidate vector to a routing of K vehicles.

3 Model Formulation

The presented model is the first of its kind considering VRP with real simul-
taneous pickup and delivery at each bus stop where the pickup and delivery
demand at each bus stop is treated as stochastic and random. The presented
model assumes:

1. The number of passengers expected to be picked up and dropped is uncertain,
but follows a poisson probability distribution.

2. The cumulative number of passengers picked up along the route will not
exceed the vehicle capacity. Moreover, split delivery is not allowed.

3. The fleet consists of homogeneous vehicles with limited capacity operating
from a single depot.

4. Each vehicle can be used repeatedly within the planning horizon.
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The mathematical model for SVRP which considered a simultaneous pickup
and delivery techniques is formulated as a mixed integer LP problem. Consider
a fleet of K vehicles with k = {1, 2, . . . ,K} with identical vehicle capacity of Q
serving a set of passengers with demand (to be picked or dropped) in passenger’s
location V \{0}; v0 = depot, each passenger must be completely served by a single
vehicle. Each vehicle starts from the depot v0 and picks and/or drops passengers
on each visited node vi except the depot. Moreover, the first node v1 is treated as
pickup-only node and the last node before the depot vn is treated as drop-only
node.

Suppose a vehicle starts from the depot v0 and travels along a certain path un-
til it reaches node vn. Along the path (v1, v2, . . . , vn), the vehicle will pick and/or
drop passengers up to the last node vn. The cumulative number of passengers
picked by vehicle k denoted as Cp and the cumulative number of passengers
dropped along the path vn (v1, v2, . . . , vn) denoted as Cd are given by:

Cp(Vn) =
∑

i∈V (0,Vn)

pi (5)

Cd(Vn) =
∑

i∈V (0,Vn)

di (6)

where pi is the number of passengers picked up at node i and di is the number
of passengers dropped at the same node i. At the depot, Cp = Cd = 0 and the
vehicle capacity equals to Q. The path becomes infeasible if the cumulative load
exceeds the vehicle capacity Q, that is when: Cd ≥ Q and Cp ≥ Q.

Each feasible route will be formed when: Cd(vn) ≤ Q and Cd(vn+1) ≥ Q and
Cp(vn) ≤ Q and Cp(vn+1) ≥ Q. The other consideration checks whether the net
load of a bus for any consecutive nodes will not exceed the bus capacity after
the bus visiting node vn. Let the net load picked is Lp(vn) it is computed as
Lp(vn) = Cp(vn) + Lp(vn−1)− Cd(vn).

The solution will be feasible if a vehicle served all the demand (for pick up
or drop off) at each node along the path or route without exceeding its capac-
ity. That is the net load in transit between any consecutive nodes or vertices
should not exceed the vehicle capacity (Lp(vn) ≤ Q). The objective is to deter-
mine a route for each vehicles that serve a set of nodes (vi) so that the total
distance traveled is minimized. To formulate the model of SVRP with simulta-
neous pickup and delivery as Mixed Integer LP problem, the following notations
and definitions are used:

V is set of nodes or vertices V = {v0, v1, v2, . . . , vn} treated as bus stops; v0 = depot
A is set of arcs (i, j) ∈ A
K is number of vehicles k = {1, 2, . . . ,K}
cij is the distance traversing from node i to node j
pi is the number of passengers (demand) to be picked at node i, which is a random

non-negative integer
di is the number of passengers (serviced) to be dropped at node i which is a random

non-negative integer
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Q is the vehicle capacity
n is total number of nodes or vertices or bus stops included in the model

Decision Variables

yk
i is the cumulative number of passengers picked by vehicle k when leaving from node

i.
zki is the number of passengers remaining in vehicle k when leaving from node i.
xk
ij = 1 if vehicle k travels from node i to node j; 0 otherwise

Then the general model is represented as follows:

Minimize
K∑

k=1

n∑

i=0

n∑

j=0

cijx
k
ij (7)

Subject to
n∑

j=1

xk
0j ≤ 1; (8)

n∑

i=0

xk
ij = 1; (9)

n∑

i=0

xk
ij −

n∑

i=0

xk
ji = 0; (10)

zki + yk
i ≤ Q; (11)

(zki − dj − zkj )x
k
ij = 0; (12)

(yk
i + pj − yk

j )x
k
ij = 0; (13)

zk0 = yk
0 = 0; (14)

zki ≥ 0; (15)

yk
i ≥ 0; (16)

xk
ij ∈ {0, 1}; (17)

∀k = 1, . . . ,K and i, j = 1, . . . , n (18)

The decision variables are given above and equation 7 is the objective function
to be minimized. Equation 8 ensures that each vehicle is used at most once,
equation 9 indicates that each node has to be visited exactly by one vehicle,
equation 10 shows that the same vehicle arrives and departs from each node
it serves, 11 ensures that the load on vehicle k when departing from node i is
always less than the vehicle capacity. Equation (12) and eq. (13) are the transit
load constraint, which indicate that when arc (i, j) is traversed by vehicle k, the
number of passengers to be dropped by the vehicle has to be decreased by dj
while the number of passengers picked-up has to be increased by pj . 14 ensures
that the remaining and the cumulative number of passengers when a vehicle
k departs from the depot is always zero; indicates that the vehicle is empty
and available with full capacity. Constraints 15 and 16 are a non-integer and
non-negative sign restriction and the last equation 17 is an restriction on the
non-negative integer value.
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4 Model Input Parameters

To run and evaluate the model, different input parameters that have to be sub-
stituted to the model are required. These inputs are either collected or gener-
ated/computed. The from-to-distance, the demand realization probability, the
demand distributions are computed or generated whereas the longitude and lat-
itude value for each location point vi is collected from the Google Earth. Each
of them are briefly explained and presented in section 4.1 and 4.2

4.1 From-to-Distance

Origin-destination of 59 locational points that depart and end from Merkato
Terminal (lat. 9◦1’50”N and long. 38◦44’15”E), are used in the model validation.
The origin-destination points are modified in such a way that they can fit to the
model but without losing its information. The from-to-distance computational
input parameters of each location i is computed by taking the longitude and
latitude location of each point using Great Circle distance formula that considers
the circular nature of earth.

Table 1. From-to-distance matrix (Cij)

vij 1 2 3 4 5 6 7 8 . . . 57 58 59
1 0 8 17 7 7 8 1 1 . . . 17 20 19
2 8 0 11 7 2 8 9 7 . . . 22 14 23
3 17 11 0 11 13 10 18 15 . . . 33 20 21
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
58 20 14 20 21 14 22 21 20 . . . 27 0 37
59 19 23 21 15 24 15 20 18 . . . 34 37 0

Each cij is defined as the distance from i to j, which can be directly considered
as the cost associate to transport passenger demand including depot 1. Further,
it assumes that the distance is symmetric, cij = cji, and cii = 0. The sample
output is shown in Table 1.

4.2 Stochastic Passengers Demand

The other input parameter is the number of passengers picked up and dropped
off at each location point called passengers demand. The passengers’ demand
collected in 10 routes of ACBSE are used to fit the demand behavior of passengers
in the remaining routes. The snap shot of the demand distribution of passengers
picked and dropped along the 10 selected routes were used to fit the demand
distribution of the remaining location points.

The volumes of passengers picked up at each vertex V are integer-valued
random variables with known probability distributions denoted by vector p̃(i) ∈
Z[36]. In the demand based modeling individual demands are estimated by using
parameter γ = {0, 1}, which determines the risk preferences [14].
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Therefore, the demand used for computing the solutions is evaluated using
p̂ = γpmin

i + (1− γ)pmax
i . Finally, for convenience of notation, it can be defined

that p(0) = p(0) = 0. Similarly, d̂ is also computed using the same formula. γ = 0
clearly implies the risk averse (risk free) case where failure can never occur, while
γ = 1 is the other extreme, which is risk seeking. Moreover, γ = 0.5 corresponds
to computing solutions with the expected demand. According to the simulation
run, the demand distribution of the number passengers picked up and delivered
for some nodal points are given below in Table 2.

Table 2. Sample demand distribution and location data

vi
Location(decimal) Expected Pas-

sengers

Longi. Lati. p̂i d̂i

1 38.8 9.16 na na
2 38.9 9.1 8 4
3 38.9 8.94 9 3
. . . . .
. . . . .
58 39.0 9.13 9 4
59 38.8 9.04 10 3

5 Differential Evolution for SVRPSPD

The version of VRP considered in this work can be seen as a combinatorial
optimization problem. The goal of the optimization is to find a set of routes con-
necting selected locations (bus stops) so that each location is visited by a vehicle
exactly once, each route starts and terminates in a special location (depot), con-
sidered constraints are satisfied, and selected objective function is minimized. In
this work we represent a set of routes as a permutation of considered locations
(without the depot) and separate each sub-route by a special sub-route separator
similarly as e.g. in [31].

The DE proposed in this work uses permutation-based VRP representation,
automatically selects the number of vehicles when an upper bound is given, and
avoids the creation of illegal candidate solutions.

Encoding. There is a variety of possible encoding schemes for modelling permu-
tations for populational metaheuristic algorithms [37]. The DE uses real-encoded
candidate solutions so a modified version of the random key (RK) encoding [38]
was chosen. An RK encoded permutation is represented as a string of real num-
bers (random keys), whose position changes after sorting correspond to the per-
mutation gene. The advantage of RK encoding is that it is at a large extent prone
to creation of illegal solutions in course of the artificial evolution (e.g. by the
crossover operator in Genetic Algorithms). The drawbacks of the RK encoding
include computational complexity as it is necessary to perform a sorting of the
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random keys every time the candidate solution is decoded. Moreover, RK encod-
ing translates a discrete combinatorial optimization problem into a real-valued
optimization problem with a larger continuous search space.

The routing of a maximum of k buses for n locations (without the depot)
is encoded as x = (x1, x2, . . . xk+n−1), xi ∈ R. Routing R is from the encoded
vector x created according to Algorithm 1. During the decoding process, k − 1
largest values of x are interpreted as route separators. The remaining values are
used as random keys and translated into permutation of n locations π. The values
of π are split into k routes, each of which starts in the depot and terminates
in the depot. Empty routes can be created when the vector x contains two or
more route separators next to each other. The set of non-empty routes defines
the routing R.

1 Sort candidate vector: xs = sort(x);
2 Use the k − 1 largest values of x as route separators: xsep = xs

n−1;

3 Create key vector k and vector with route sizes s:
4 route size = 0;
5 for i ∈ {0, . . . , k + n − 1} do
6 if xi > xsep then
7 Append route size to s;
8 route size = 0;

9 else
10 Append xi to k;
11 route size = route size + 1;

12 end

13 end

14 Translate key vector k to permutation π;

15 index = 0;
16 for i ∈ {0, . . . , k} do
17 if si > 0 then
18 for j ∈ {0, . . . , si} do
19 Append location πindex to route i;
20 index = index + 1;

21 end
22 Add i to routing R;

23 end

24 end

Algorithm 1. Decoding of routing R

Fitness Function. Fitness function used in this work is based on covered
distance, number of routes, and penalty for bus capacity violation.

fit(R) =

∑
r∈R dist(r)

|R| (19)

where dist(r) is distance of route r. A penalty is applied (route distance is
artificially decreased) when the capacity of the bus is depleted. |R| represents
the number of routes in R.
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5.1 Experiments

The proposed algorithm was implemented in C++ and used to optimize rout-
ings of the ACBSE company. The DE was executed with population size 100,
maximum number of vehicles 20, bus capacity 70, number of generations 1000,
and parameters F = 0.9 and C = 0.4 respectively. The parameter values were
set on the basis of initial experiments and algorithm tuning. The optimization
was repeated 30 times due to the stochastic nature of the algorithm.

The results of the optimization were: average number of routes 5.433, mini-
mum number of routes 5 and maximum number of routes 7. The fitness values in
each generation of the 30 independent runs of the algorithm are shown in fig. 1.
The results show that the algorithm is stable and able to reduce the estimated
number of vehicles significantly. Moreover, the solutions found in the DE algo-
rithm are better (in terms of used fitness function) than a traditional savings
algorithm for the VRP [15].
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Fig. 1. The evolution of fitness function

6 Conclusions

This work introduced a new variety of VRP, Stochastic VRP with real Simulta-
neous Pickup and Delivery and used it to describe the situation of a real-world
transportation company operating in Addis Ababa, Ethiopia. A new metaheuris-
tic model based on the Differential Evolution was proposed to optimize vehicle
routing in ACBSE network. The DE encoded set of tours as a permutation and
automatically minimized the number of buses from an initial upper estimate.
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In contrast to a number of previous metaheuristic algorithms, all solutions gen-
erated by the proposed algorithm are valid routings through the set of bus stops
and computational resources were not wasted on processing of invalid solutions.
However, solutions that violate constraints such as bus capacity can be still
obtained in course of the evolution.

The routing found by the algorithm was compared to a VRP solution obtained
by a traditional (savings) VRP algorithm and it was found better with regard
to the used fitness function. The results presented in this study are promis-
ing and metaheuristic solvers with various permutation-based representations of
candidate solutions [37] will be investigated in the future.
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7. Calvete, H.I., Carmen, G., Maŕıa, J.O., Belén, S.-V.: Vehicle routing problems
with soft time windows: an optimization based approach. Journal of Monograf́ıas
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1 Introduction

During the last decade, the amount of information available online increased expo-
nentially. Recommender systems addressed the problem of filtering information that is
likely of interest to individual users. Building such applications implies to consider two
main issues: collecting information from different sources on the Internet, and solving
the problem itself. Typically, users profiles are employed to predict ratings for items
that have not been considered [1]. Depending on the application domain, items can be
web pages, movies, or any other products found on a web store.

Various researches have been proposed for solving complex problems addressed by
recommender systems such as the approach presented in [2] for handling the problem
of arranging meetings and scheduling travels. In [2], authors have implemented a Multi-
Agent recommender system that plans meetings using agenda’s information and trans-
portation schedules. Agents communicated with each other using the Constraint Choice
Language (CCL), FIPA compliant content language is utilized for modeling problems
using constraint satisfaction formalism, and the Java Constraint Library (JCL) was used
for solving complex problems in Multi-Agent systems. Also, authors in [3] presented a
recommender system using agents with two different algorithms (associative rules and
collaborative filtering). Both algorithms are incremental and work with binary data. Re-
sults showed that the proposed Multi-Agent approach combining different algorithms
is capable of improving user’s satisfaction. Moreover, authors in [4] presented a Multi-
agent system for solving the training course recommendation problem for reducing the
information overload while recommending relevant courses to users. The proposed sys-
tem achieved high accuracy in ranking using user information and course information.
The final system is scalable and has possibilities for future modification and adaptabil-
ity to other problem domains. Furthermore, authors in [5] presented a TV recommender
system, named AVATAR, conceived as a Multimedia Home Platform (MHP) applica-
tion. For this system, authors have described an open Multi-Agent architecture that
easily allows including modules with additional functionalities to enhance the recom-
mendations. The proposed approach improved the previous TV recommendation tools
by incorporating reasoning capabilities about the content semantics. For that purpose,
the TV-Anytime initiative has been used to describe the TV contents and a TV ontology
to share and reuse the knowledge efficiently. To discover semantic associations among
different TV contents, the system employed a query language that infers data from the
AVATAR knowledge base.

The intelligent multi-agent recommender system proposed in this article works via
two main agents; namely, the matching agent and the recommendation agent. Users
interact with the system, through the user interface, in order to access information of
attributes to the system. The matching agent utilizes rough mereology to search the
dataset for similar users who have at least one common attribute, while the recommen-
dation agent proposes a recommendation value for the decision attribute. The proposed
Multi-Agent approach aims at providing scalable and adaptable recommender system
that can be utilized in various problem domains. Moreover, the proposed recommender
system worked on reducing the information overload while recommending relevant de-
cisions to users. The rest of this article is organized as follows. Section 2 presents an
overview of the rough mereology approach and recommendation algorithms. Section 3
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describes the proposed Multi-Agent recommender system along with its different agents
and modules. Section 4 discusses evaluation of the proposed recommender system. Fi-
nally, section 5 summarizes conclusions and discusses future work.

2 Background

2.1 Rough Mereology

Rough mereology can be classified according to the measurement of similarity. The
similarity functions [6] that satisfy certain similarity properties, namely Monotonic
(MON), Identity (ID), Extreme, or proportionality (EXT), can be defined as follows:

– (MON) if similarity (x, y, 1) then for each z, where d(z,x)> d(z,y), from similarity
(z, x, r) it follows that similarity (z, y, r).

– (ID) similarity (x, x, 1) for each x.
– (EXT) if similarity (x, y, r) and s ≤ r then similarity (x, y, s).

Rough mereology proposed by Lesniewski in [7] as the theory of concept, where
the relation of mereology is a part of relation, e.g. x mereology y means x is a part of
y, according to Polkowski [8], the mereology relation described in equation (1), where
π(u,w) is a partial relation (proper part) and ing(u,w) is ingredient relation means an
improper part.

ing(u,w)⇔ π(u,w) or u = w (1)

μ(x,y,r) means rough mereology relation x is part of y at least degree r, also de-
scribed as shown in equation (2).

μ(x,y,r) = simδ (x,y,r)⇔ ρ(x,y)≤ (1−−r) (2)

Computing the indiscernibility relation to get the object can be achieved by using
rough inclusion, which is of less complexity time than the indiscernibility relation com-
puted by rough set technique. Rough inclusion from metric, according to Polkowski in
[8], can be computed by the Euclidean metric space or Manhattan space, where

μh(x,y,r)⇔ ρ(x,y)≤ 1−−r

Rough inclusion technique satisfies the similarity properties. Datasets are formalized
as decision systems of the form of triple (U, A, d) or information system of the form (U,
A), where U is a finite set of objects, A is a finite set of attributes, each attribute a ∈ A
described as mapping a : U →Va of objects in U into the value set of a, and d /∈ A is the
decision. The indiscernibility relation Ind can be computed as shown in equation (3).

Ind(x,y) =
|IND(x,y)|

|A| (3)

Then equation (2) becomes:

μh(x,y,r)⇔ Ind(x,y)≥ r (4)
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and
IND(x,y) = a ∈ A : a(x) = a(y) (5)

where a is an attribute(s) in an information system A, a(x) is the value of tuple x in
attribute a, a(y) is the value of tuple y in attribute a, and |A| is the cardinality of a set A.

2.2 Recommendation Algorithms

Collaborative Filtering. Within the last decade, Collaborative Filtering (CF) has been
improved continually and finally became one of the most prominent personalization
techniques in the field of recommendation systems. It is the process of evaluating infor-
mation using the opinion of other people [9]. Originally CF was inspired by the nature
of human being, and the fact that individuals share opinions with each other [9]. Typ-
ically, predictions about user interests are made by collecting taste information from
many other similar users, assuming that having those individuals agreed in the past
tend to agree again in the future. CF systems usually need to process huge amounts
of information, including large-scale datasets, such as in electronic commerce and web
applications. Nowadays, computers and the Internet allow us to consider the opinions
of large interconnected communities with thousands of members [9]. Individuals can
profit from a community, in that they get access to the knowledge of other users and
their experience about diverse items. Furthermore, this information can help individu-
als to develop their own personalized view or to make a decision regarding the items
that where rated. The most popular non-probabilistic CF approach is the Nearest Neigh-
borhood (NNH) algorithm. In general there are two basic NNH techniques [9]:

– User-based nearest neighborhood: that check who shared the same rating pattern
with the active user, then use the ratings of the like-minded users to calculate the
predictions.

– Item-based nearest neighborhood: that are the transpose of user-based algorithms,
which generate predictions based on similarities between items.

For user-based nearest neighborhood algorithms, in order to generate more accurate
predictions, rating values of neighbor are assigned with weights according their simi-
larity to the target user. Generally, user similarity is calculated by means of the Pearson
Correlation Coefficient, which compares ratings for items rated by both target user and
neighbor. On the other hand, for item-based nearest neighborhood algorithms, given a
user-item pair (u, i), the prediction is composed of a weighted sum of the user us rat-
ings for the item most similar to i. The general item-based prediction algorithm has
been formalized according to equation (6):

pred(u, i) =
∑ j∈ratedItems(u) itemSim(i, j).rui

∑ j∈ratedItems(u) |itemSim(i, j)| (6)
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Several variations existed for calculating the similarity between two items. The Per-
son Correlation Coefficient alias Adjusted-Cosine Similarity [9,10] is considered the
most accurate similarity metric, as shown in equation (7):

itemSim(i, j) =
∑u∈ratedBoth(i, j)(rui − ri)(ru j − r j)

σi.σ j
(7)

where,

σi =

√
∑

u⊂ratedBoth(i, j)

(rui − ri)2

and

σ j =

√
∑

u⊂ratedBoth(i, j)

(ru j − r j)2

The major drawback of the CF approach is the high memory usage for the generated
item similarity matrix (|items|2). However, the size of the model can be substantially
reduced via considering the correlations with more than a minimum number of co-
ratings, or by only retaining the top n correlations for each item [9].

Fig. 1 presents the interaction of a user with an online collaborative recommender
system through a web interface. In order to suggest products to a user, web server and
recommender system need to communicate with each other. Usually, the web server
application forwards user feedback to the recommender system, and receives personal-
ized recommendations in return. User ratings and item correlations are both stored on
the recommender platform to ensure real-time results.

Fig. 1. Collaborative Recommender System Architecture [11]

Content-Based Filtering. Content-based filtering (CBF) techniques make suggestions
upon item features and user interest profiles [12]. Typically, personalized profiles are
created automatically through user feedback, and describe the type of items a person
likes. In order to determine what items to recommend, collected user information is
compared against content features of the items to examine. Usually, items are stored
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in database tables, whereas each row describes one item and each column represents a
specific item feature. Depending on the domain, features can be represented either by
boolean values or by a set of restricted values (i.e.x ∈ N). As previously mentioned,
most CBF recommender systems store user interests in personalized profiles that con-
tain descriptions about the items an individual likes most or information about user
interactions with the recommendation system. Interactions may include saving user
queries as well as capturing user activities related to particular items [1]. The history
of user interactions cannot only facilitate the user returning to viewed items, but also
can assist the recommender system to filter out item that were already considered by
the user. In addition, user history may serve as training data for machine learning algo-
rithms, which employ the gathered information to generate a more sophisticated user
model [12]. User information might be provided explicitly by the individuals (e.g. com-
mon feedback techniques) or gathered implicitly by a software agent with no additional
intervention by the user during the process of constructing profiles (e.g. automatically
updates as the user interacts with the system) [1].

The challenge with CBF is to extract those item features that are most predictive.
Once a user profile has been constructed form the items a user expressed interest in,
then new item can be compared to the profile to make recommendations. In contrast,
CF assumes that people with similar tastes will rate things similarly [13]. Hence, CF
needs ratings for an item in order to predict for it, however CBF can predict relevance
for items without rating. The main drawback of content-based filtering approaches is
that they tend to overspecialize, because solely items that match the content features in
the user profile are recommended.

3 The Proposed Multi-agent Recommender System

The intelligent multi-agent system proposed in this article, which is designed and built
for handling the recommendation problem, has two main agents ; namely, the matching
agent and the recommendation agent. Users solely interact with the system through
the user interface in order to access information of attributes to the system. The match-
ing agent utilizes rough mereology to search the dataset for similar users who have at
least one common attribute, while the recommendation agent proposes a recommen-
dation value for the decision attribute. The action of the agents are described in fig. 2,
which depicts the general architecture and interactions of the proposed recommender
system. Then following subsections describe each agent in more details.

3.1 Matching Agent

The matching agent uses the dataset information and preferences in users profile to
produce a list of matching information. This is attained by searching the dataset using
user profile and collecting the matching information into a new set. The matching agent
uses three modules to achieve its goal; namely user module, data information module,
and rough mereology module.
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Fig. 2. Architecture of the proposed recommender system

User Module. User module is responsible to collect user information. The users of the
system have to be modeled so as to use them in determining what they would consider
as good information about the system.The ones chosen for the recommendation system
are (interests, abilities), where interests refers to the professional and personal prefer-
ences, while abilities refers to the experience in ranking a field according to previous
information about this field. These attributes then make up the user profile that will be
created to each user. The returned results are then sent to data information module in
order to get list of matching information set to user preferences profile. Algorithm 1
shows the steps of the user module.
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Algorithm 1. Steps of user module
Input: User profile (U) with real valued attributes Ai and n is the number of intervals for each
attribute.
Output: User table (ST ) with discretized real valued attribute

1: Create a new information table (ST )
2: for Ai ∈U do
3: User selects the preference value
4: Insert the discretized real value of each attribute into corresponding (ST )
5: end for

Data Information Module. The main task of data information module is to collect the
users profile from database that is similar to active user profile in at least one attribute
of the information system. The returned results of this module are then sent to the next
module to rank the users profile and compute the similarity measures. Algorithm 2
shows the steps of the data information module.

Algorithm 2. Steps of data information module
Input: User table (ST ) with discretized real valued and all users profile in dataset table (DST )
Output: Information table of similarity profiles (PT )

1: Create a new information table (PT )
2: for Ai j ∈ DST do
3: if Ai j ∈ DST similar to B j ∈ ST then
4: Insert the row of Ai in PT
5: end if
6: end for

Rough Mereology Module. The goal of the rough mereology module is ranking the
dataset, using the equations of rough mereology previously described in subsection 2.1,
in order to obtain a useful recommendation to active user. The returned result of this
module is a similarity items matrix that is corresponding to each users profiles without
active user profile. Accordingly, this items similarity designed in symmetric matrix like
a cross table. Algorithm 3 shows the steps of the rough mereology module.

Algorithm 3. Steps of rough mereology module
Input: Information table of similarity profiles (PT ) Output: Similarity symmetric table
(SM)

1: Create a new similarity table (SM)
2: for Each column A j ∈ DST do
3: Compute indiscernibility value according to equation (3) for each A j and access to table

(PT )
/* That represents the similarity value between each attribute and other attributes */

4: end for
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3.2 Recommendation Agent

The main task of recommendation agent is to recommend the decision value to ac-
tive user. The recommendation agent receives the similarity symmetric table from the
matching agent and the active user profile, then it computes the recommended value for
decision attribute, as shown in equation (8), where sim(i, j) is a similarity value com-
puted by the matching agent of attribute i to another attribute j, and rui is a rating value
of active user u to an attribute i.

pred(u, i) =
∑ j∈ratedItems(u)(sim(i, j).rui)

∑ j∈ratedItems(u)(sim(i, j)
(8)

3.3 Integration of Agents and User Interface

The agents and their modules are integrated so that the ranked value and user interface
can be accessed. The proposed framework utilized the Java Virtual Machine (JVM)
paradigm along with Rapid Application Development (RAD) for building a software
application. The JVM paradigm applied an object oriented and modular approach for
putting the final recommendation system together with a well built user interface. The
model represents the logical architecture of the application, whereas the view is the
interface to the application and the controller connects both of them together. This al-
lows developers to focus on system logic regardless the interface’s view and vice-versa.
Thus, the resultant complete system was integrated with features such as data security
and validation added in without much effort. The parallel building of the interface was
designed according to the JVM paradigm. THere is no need for programmers to know
about other modules or actions to build their part of application. Also, the usage of ob-
ject relational database was encouraged by the framework. Moreover, all the databases
used in the recommender system are relational databases, which allows speed and data
integrity through using keys.

Fig. 3. Sample of user interface
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User interface for the proposed system was designed to be a user-friendly interface.
Ease of use in such recommender systems is paramount so that the user need only to
focus on the task at hand and not on learning/train how to use the system. When the user
has registered and logged on to the system, his/her profile information is viewed, as well
as recommended decision value and the search. This is illustrated in fig. 3 showing a
screen-shot of the user interface for the proposed recommender system. Users can sim-
ply edit their profiles, which will automatically then refresh the recommended decision
value. If there are errors in data entry then the system will display a warning message
to the user. Moreover, users information in not accessible to other users.

4 Evaluation and Discussion

Evaluating the recommendation quality of the proposed recommender system is mainly
based on statistical precision and decision supporting precision measurement methods
[14]. Statistical precision measurement method adopts the Mean Absolute Error (MAE)
in order to measure the recommendation quality [15]. MAE is a commonly used recom-
mendation quality measure that calculates the irrelevance between the recommendation
value predicted by the recommender system and the actual evaluation value. Each pair
of interest predicted rank values is represented as < pi,qi >, where pi is the system
predicted value and qi is the user evaluation value. Based on the entire set of < pi,qi >
pairs, MAE calculates the absolute error value |pi − qi| and the sum of all the absolute
error value. Then, the average value is calculated subsequently. Small MAE values rep-
resent a good recommendation quality indicators. The predicted values of rating sets
can be represented as p1, p2, ..., pN and its corresponding actual testing rating set can
be represented as q1,q2, ...,qN . The MAE can be defined as shown in equation (9) [16]:

MAE =
∑N

i=1 |pi − qi|
N

(9)

One limitation of the proposed Multi-Agent recommender system is the use of rough
mereology for ranking. That is, if a new discipline needs to be added then the rough
mereology will need to be re-trained with new survey data. To resolve this problem,
methods can be used as well as modifying the current system to be able to provide user
feedback. Thus, the more users use the system, the better the system can perform. This
would be termed as content based filtering recommendation. User feedback, in terms of
ratings of information system attended, can be used as an added input into the system.
This would offer better classification of information system as well as offer insight
into how multidisciplinary information systems are related. As previously described
in subsection 2.2.1, equation (7) represented a prediction for a user u and item i is
composed of a weighted sum of the user us ratings for items most similar to i, where,
itemSim(i, j) is a measure of item similarity, and rui is the rating of user u to item i.
Average correcting is not needed when generating the weighted sum as the component
ratings are all from the same target user.

One of the most frequently suggested methods for the calculation of predicted rat-
ings is the weighted sum method [17], calculated using equation (10), where pred(u, i)
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represents the predicted vote for item i calculated for user u, ru refers to the average
rating of the active user.

pred(u, i) = ru +
∑ j∈ratedItems(u)itemSim(i, j).(rui − r j)

∑ j∈ratedItems(u)(itemSim(i, j))
(10)

While this method generates good results, our experiments indicated that, in some
situations, it fails to generate a good range of possible suggestions. The most obvious
case is when a user put only very high or very low ratings into the system. His/her aver-
age rating is then either very high or very low, accordingly. In either case, the problem
is the sum of weights from the nearest neighbors. The system relies on this sum to indi-
cate whether the item will be appropriate or not. The problem with these two situations
is that this sum will be much smaller than the user’s average rating. This means that the
final predicted rating will have almost the same value as the user’s average rating. In the
case of a high average rating, this means that all the items recommended by neighbors
will be automatically recommended and in the case of a low average rating no recom-
mendations will be made because no object will be deemed appropriate. Accordingly,
equation (11) normalizes the prediction through dividing by the sum of the neighbors
similarities, where r j is the mean of each user rated item.

pred(u, i) =
∑ j∈ratedItems(u)itemSim(i, j).(rui − r j)

∑ j∈ratedItems(u)(itemSim(i, j))
(11)

In fact, equation (11) is just a modified version of equation (10). The logic behind
this is that in the above-mentioned situations the value of predicted vote is less im-
portant than finding out whether the content will be appropriate or not. Therefore, we
concentrated on the sum of weights obtained from the nearest neighbors. Whereas, if a
neighbor is liked, the content of his/her weights will be positive (they rated the content
with a rating that is higher than their average rating). On the other hand, weights will
be negative if they disliked it. If the sum of all the weights is positive this means that
most neighbors liked the content and it should therefore be recommended. If the sum is
negative, this means that they either did not like it at all or did not consider it to be very
interesting. Therefore, it can be discarded.

To evaluate the proposed rough mereology based recommender system, we consid-
ered in this article the Abalone dataset in UCI [18] that consists of 4177 objects for
our experiments to predict the age of abalone from physical measurements based on the
number of rings.

Table 1, clarifies a sample part of the Abalone dataset, which consists of 8 attributes:
Length (longest shell measurement), Diameter (perpendicular to length), Height (with
meat in shell), Whole weight (whole abalone), Shucked weight (weight of meat), Viscera
weight (gut weight, after bleeding), Shell weight (after being dried), and Rings (the
number of rings is the value to predict the age in years). Our experiments showed that
this measure is well suited for situations where the average rating of the user is very
high or low, while in other cases the results produced are slightly worse than normal as
shown in table 1. The MAE of the system is about 3.63 by using equation (8), 3.59 by
using equation (10), and 3.43 by using equation 1(11), which is the mean of 1000 tests
that represents the active users and 3177 training data representing the users profile.
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Table 1. Comparative analysis for prediction equations

Length Diameter Height Whole Shucked Viscera Shell
Weight Weight Weight

0.51 0.41 0.14 0.66 0.29 0.13 0.20
0.38 0.3 0.1 0.25 0.11 0.05 0.08
0.27 0.20 0.07 0.10 0.05 0.01 0.03
0.37 0.30 0.1 0.27 0.12 0.06 0.08
0.5 0.39 0.14 0.55 0.23 0.07 0.21

0.65 0.51 0.17 1.31 0.43 0.26 0.52
0.57 0.44 0.12 0.92 0.40 0.18 0.29
0.67 0.55 0.18 1.71 0.70 0.39 0.58
0.59 0.42 0.15 0.88 0.37 0.23 0.24
0.47 0.36 0.11 0.50 0.24 0.13 0.13

Actual Predicted Predicted Predicted MAE MAE MAE
Ring Ring Ring Ring

Eq. (8) Eq. (10) Eq. (11) Eq. (8) Eq. (10) Eq. (11)
15 11.49 8.84 8.57 3.51 6.16 6.43
8 7.66 7.52 7.35 0.35 0.48 0.65
8 12.01 11.86 11.53 4.01 3.86 3.53
7 10.58 10.44 10.16 3.58 3.44 3.16
11 7.34 7.19 7.04 3.66 3.81 3.96
10 8.80 8.66 8.45 1.20 1.34 1.55
11 12.85 12.69 12.32 1.85 1.69 1.32
13 11.88 11.73 11.37 1.12 1.27 1.63
11 10.45 10.31 10.03 0.55 0.69 0.97
6 12.64 12.48 12.08 6.64 6.48 6.08

5 Conclusions and Future Work

In this article, a Multi-Agent approach for solving the problem of recommendation has
been presented. The proposed system works via two main agents; namely, the matching
agent and the recommendation agent. Experimental results showed that the proposed
rough mereology based Multi-agent system for solving the recommendation problem is
scalable and has possibilities for future modification and adaptability to other problem
domains. Moreover, it succeeded in reducing the information overload while recom-
mending relevant decisions to users. The system achieved high accuracy in ranking
using users profile and information system profiles. The resulted value of the Mean
Absolute Error (MAE) is acceptable compared to other recommender systems applied
other computational intelligence approaches. Based on its performance, the proposed
recommendation system can be considered as a good platform for future research into
the use of computational intelligence in recommender systems via applying further im-
provements to it.
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Abstract. With recent advances in computer sciences (including geo-
sciences) it is possible to combine various methods for geodata process-
ing. There are many methods established for geodata scale restriction,
but none of these take into account the concept of information entropy.
Our research focused on using genetic algorithm that calculates informa-
tion entropy in order to set an optimal number of intervals from original
non-restricted geodata. We used fitness function by minimizing infor-
mation entropy loss and we compared the results with commonly used
classification method in geosciences. We propose an experimental method
that provides promising approach for geodata scale restriction and con-
sequent proper visualization, which is very important for geographical
phenomena interpretation.

1 Introduction

Every single research starts with the measurement of a phenomenon. Especially,
in quantitative geosciences, there are plenty of various data that comes from
direct measurements of a phenomenon (e.g. rainfall, air temperature, soil hu-
midity). This primary measured data are in many cases either too big or precise
(in terms of decimal numbers), which is sometimes not necessary for consequent
geographical analysis and visualization; and slow-down the data processing and
further understanding of a phenomenon nature. It is then appropriate to reduce
the amount of data using multivariate statistics or just simply restrict measure-
ment scale. The second approach is commonly used in geography and especially
in cartography by transforming primary data into interval data. This transforma-
tion enables the map reader to easily understand underlying analysis displayed
in a map. Nevertheless, during every transformation process there is a certain
information loss. Thus, the question might often arise – how much information
do we lose by primary measurement scale restriction?

Shortly after the World War II, Claude E. Shannon defined the concept of
entropy as a measure of information [12]. The information entropy quantifies
the amount of information in a transmitted message. This concept has been
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widely used in computer science as well as in geographical information science
(GIScience). The geovisualization via maps could be understood as a message
carrying the information. There are rules in cartography that defines how to con-
struct a map. But these rules do not preserve the optimal amount of information
that could be passed onto the map reader. Therefore it is important to properly
set up intervals of displayed phenomenon by maximizing the information derived
from entropy values.

The aim of the paper is to use some kind of bioinspired computation, genetic
algorithm in this case, to find out optimal distribution of measured value into
several intervals. The optimal division means maximal preservation of informa-
tion with respect to the original data. The distribution of air temperatures in
the Czech Republic is used as the model example. Consequently, cartographic
visualizations were made in order to evaluate results of the experiment and for
comparison with existing commonly used method in cartography.

The paper is organized as follows. In Sect. 2 scale restrictions in geosciences
and genetic algorithms are described. A Sect. 3 deals with scale restriction using
genetic algorithms, problem formalization. In Sect. 4 experimental data, the
results of the experiments and comparison of genetic algorithm results with
exhaustive search are mentioned and Sect. 5 contains the conclusion.

2 State of the Art

2.1 Scale Restrictions in Geosciences

In geosciences, it is common to restrict geodata by transformation into inter-
val data. There are several ways, how to set up intervals for measured dataset
[10,4,13]. First of all, it is obvious that newly created intervals must cover whole
measurement scale. Secondly, the proper classification method has to be chosen.
Most of the Geographical Information Systems (GIS) provide several basic clas-
sification schemes – e.g. equal interval, quantile interval, geometrical interval,
standard deviation interval (σ, 12σ,

1
3σ and 1

4σ, where σ is a standard deviation
of input data) and natural breaks – Jenks classification [3]. Obviously, it is also
possible to classify geodata into intervals manually.

Equal intervals method divides the geodata scale range into equal-size in-
tervals and user specifies only the number of desired intervals. Quantile inter-
val classification scheme divides the geodata scale range into intervals with an
equal number of features according to frequency distribution. Geometrical inter-
val method creates intervals from former scale range by minimizing the square
sum of element per class. Standard deviation classification scheme divides the
geodata into intervals showing measured values deviation from the mean. And
finally, natural breaks method developed by an American geographer and cartog-
rapher G. F. Jenks defines intervals by minimizing each interval (values in given
interval) average deviation from the interval mean, while maximizing each inter-
val deviation from the means of the other groups. This approach reflects natural
groupings inherent in the geodata and is one of the mostly used in geosciences.
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It is very purpose-dependent, which method to use. For example, quantile
classification is suitable to apply on linearly distributed geodata, while geomet-
rical interval method is applicable for continuous geodata and natural breaks
(Jenks method) is suitable for geodata that are specific in its structure. Nev-
ertheless, any of these methods do not take information loss (the entropy rate)
into consideration.

2.2 Genetic Algorithms

Genetic algorithms (GA) belong to the family of evolution algorithms. Their
principles are based on the nature principles – natural selection, crossing and
mutation. At the beginning of the genetic algorithm, new population is created.
It contains individuals. During the evolution individuals are crossed and mu-
tated. Better individuals survive while worse die. Each individual consists of
parameters, each parameter has its own lower and upper bound, and each indi-
vidual has its fitness, the value of the cost function. Fitness says how good this
individual within population is [14]. In [6] authors combine genetic algorithm
with data envelopment analysis to determine optimal resource levels in surgical
services. In [2] genetic algorithm is used to solve decentralized Partially Observ-
able Markov Decision Process problems and in [9] Sand Pile modelling. Genetic
algorithms are often used in connection with neural networks, see [1,8,11] and
complex networks, see [7,5].

In this paper the genetic algorithm is used to find the optimal distribution
of the measured temperatures to the intervals so that information, i.e. entropy,
preservation is the biggest.

3 Scale Restriction Using Genetic Algorithms

As it was mentioned above, genetic algorithms are based on three basic principles
– natural selection, crossing according to the Darwin’s theory and mutation
according to the Mendel’s theory. These principles are applied on population
consisting of group of individuals. A representation of possible solution of given
problem as particular individual should be determined at first. This is the main
problem in application of the evolutionary algorithms – how to represent the
individual and how to compute fitness value. The second step is the definition,
how the parent choosing, crossing and mutation will be going on. When the first
population is generated, reproduction cycle can begin. The parents are chosen
from the current population of individuals and the new individuals are created.

In this paper, individual is denoted as Ij and it is represented by its parameters
and fitness as it is usual, but the parameters of individuals are not real or integer
numbers, the parameters are created by N intervals, Ij = (V j

i , . . . , V
j
N ). Each

interval has its own lower and upper bound and lower and upper bound can
be the same value in one interval. Intervals are sorted in ascending order and
each follows the next one, e.g the second interval follows the first one, the third
follows the second etc. Each value can be used as a bound at most once. It is
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not possible to have value, which represents upper bound of the one interval and
lower bound of the following one.

At the beginning new population is generated. Each individual has its own
randomly chosen parameters – intervals. From this parameters, the fitness value
is computed according to the Eq. (15). The evolution cycle follows these steps:

– For each individual random neighbour is chosen.
– Crossing: the actual individual is crossed with the random neighbour by

this way: First parameter (interval) is taken from the random neighbour and
next parameters (intervals) are taken from the actual one.

– Mutation: It is clear that if we cross these individuals, their intervals will
probably not follow each other, because the upper bound of the first param-
eter can be greater than lower bound of the second parameter. In this case,
the first parameter in the individual stays and next parameters are generated
randomly.

– The fitness value of the new individual is computed.
– If the fitness value of the new individual is smaller than actual individual’s

fitness, new individual will be added to the new generation. Otherwise the
actual individual is added to the new generation.

3.1 Number of Possible Scale Restrictions – An Estimation

Genetic algorithms are usually used to solve problems, where analytical solution
is not known or it is intractable in reasonable time. The problem of scale re-
striction is the second kind of problem. Let’s suppose that we have n different
unique input values and the restriction is done to N intervals, see Sect. 3.2. It
can be easy show that number of all possible scale restrictions R(n,N) can be
expressed recursively as:

R(a, b) =

⎧⎨⎩
a− 1 for b = 2
a−b+1∑
i=1

R(a− i, b− 1) for b > 2
(1)

To illustrate number of possible scale restrictions some values of function R are
provided in Table 1.

3.2 Problem Formalization

Formally, all possible values of input data can be represented as a finite set
V = {v1, v2, . . . , vn}, where vi ∈ R. It is also supposed that vi < vi+1 for
i = 1, . . . , n − 1. For each possible input data value vi we define its frequency
fi. At this point we need to distinguish between unique input value vi, e.g. air
temperature, and number of occurrence of given input value fi, e.g. number of
points at selected region or area with given air temperature.

Performing scale restriction on set of input values V , the range of n unique in-
put values is restricted into a sequence ofN non-overlapping intervals V1, . . . , VN .
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Table 1. Number of possible scale restrictions

n N R(n,N)

10 5 126
20 10 92,378
50 10 ≈ 2× 109

100 10 ≈ 1.7× 1012

100 50 ≈ 5× 1028

200 10 ≈ 1× 1015

200 100 ≈ 5× 1058

Let’s define two vectors l ∈ N
N and u ∈ N

N , where li represents index of lower
bound of interval Vi and ui represents index of its upper bound, formally:

Vi = [vli , vui ] , (2)

In order to fully cover the set V using the intervals V1, V2, . . . , VN the following
properties must be satisfied:

1 ≤ li ≤ n (3)

1 ≤ ui ≤ n (4)

l1 = 1 (5)

uN = n (6)

lj+1 = uj + 1 (7)

li ≤ ui (8)

V =
N⋃
i=1

Vi, (9)

for all i = 1, . . . , N and for all j = 1, . . . , N − 1. If li = ui then interval Vi

contains only one element vli .
Each possible sequence of intervals V1, V2, . . . , VN determines one possible

scale restriction on original set of input data V and also defines the individual
in proposed usage of genetic algorithm. Formally, population consists of M in-
dividuals I1, I2, . . . , IM . Each individual is characterized by particular sequence
of intervals, so

Ij = (V j
1 , . . . , V

j
N ) (10)

for all j = 1, . . . ,M .
The proposed approach for scale restriction is based on entropy preserving, so

entropy of input data set and entropy of given individual from current population
have to be defined.

Let pi = fi
F be a probability of value vi, where F =

∑n
i=1 fi. Then mean

entropy H0 of the input data set V is given as:

H0 = −
n∑

i=1

pi log2 pi (11)
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The definition of entropy of individual Ij = (V j
1 , . . . , V

j
N ) is based on entropies

of intervals V j
i and subsequently interval’s entropy is based on probability of

occurrences of all values from given interval. The probability of the interval is
sum of probabilities of particular input values from the interval:

fV j
i
=

ui∑
k=li

fk (12)

pV j
i
=

fV j
i

F
(13)

The mean entropy of individual Ij = (V j
1 , . . . , V

j
N ) is

Hj = −
N∑
i=1

pV j
i
log2 pV j

i
(14)

Fitness function f(Ij) of individual Ij is given as

f(Ij) = H0 −Hj (15)

4 Experimental Results

4.1 Experimental Data

Table 2. Experimental in-
put data set V

vi [
◦C] fi

1 1968
2 12680
3 50204
4 160566
5 468285
6 1564203
7 3128512
8 2135303
9 382978
10 950

As it is experimental study, geodata used for this
paper are integer values of long-term mean annual
air temperatures from 1961 to 2000 in the Czech
Republic. The geodata scale ranges from 1 to 10◦C.
The geodata is in raster format (ESRI grid) with
100 meters cell size and 4,865 columns and 2,780
rows. This dataset was used due to its explicit in-
terpretation in order to evaluate and visualize ex-
perimental results.

In Table 2 the experiments values are mentioned.
The first column denotes the measured air temper-
ature values and in the second one the number of
map’s pixels are presented. Each air temperature
value has its own color in the map. The question is
how the information will be distort when the mea-
sured air temperatures will be categorized to the intervals. The experiments
have been done for 2 – 9 intervals and we have observed how much the value of
entrophy decreased.

For N = 10 intervals, where each interval represents only one air temperature,
the entrophy is H0 = 2.135 bits. The distortions, which are the consequences
of the categorization of the air temperatures to the intervals are mentioned
in Table 3. From the view of evolutionary algorithms the dimension has been
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changing according to the intervals number, number of individuals M has been
set to 2000 and number of generation cycles G to 1500. For smaller number of
individuals in the population evolution in cases with small number of intervals
reached the worse results.

4.2 Comparison of GA Results with Jenks Algorithm

Our method using genetic was visually and numerically compared with the nat-
ural breaks (Jenks) method. Since the geodata scale range is from 1 to 10◦C,
there is 8 reasonable numbers of intervals that can be set. Maximal number
of possible interval distributions was found for 5 (126 possible options). From
geoscientific point of view, the best results of presented fitness approach were
achieved just for this number of intervals (Fig. 1), where uncertainty of possible
interval settings is the highest. The resulting interval distribution is also different
when 2, 6, 7 and 8 intervals are desired, but with lower significance. Generally, as
the number of intervals grows the compared methods resulted into very similar
interval distributions, thus presented approach did not bring added value in this
case.

Table 3. The interval distribution. The smallest number of intervals was 2, the biggest
one is then 9. The origin entropy value H0 denotes the entropy of the input data set V ,
N is the number of interval, IBest denotes the best individual in the end of algorithm
and f(IBest) is the fitness of IBest.

N IBest f(IBest) [bits] H0 [bits]

2 [1, 2, 3, 4, 5, 6, 7] [8, 9, 10] 1.232 2.135
3 [1, 2, 3, 4, 5, 6] [7] [8, 9, 10] 0.564 2.135
4 [1, 2, 3, 4, 5] [6] [7] [8, 9, 10] 0.309 2.135
5 [1, 2, 3, 4, 5] [6] [7] [8] [9, 10] 0.113 2.135
6 [1, 2, 3, 4] [5] [6] [7] [8] [9, 10] 0.033 2.135
7 [1, 2, 3] [4] [5] [6] [7] [8] [9, 10] 0.009 2.135
8 [1, 2] [3] [4] [5] [6] [7] [8] [9, 10] 0.002 2.135
9 [1] [2] [3] [4] [5] [6] [7] [8] [9, 10] 0.001 2.135

In Fig. 1, the resulting maps using two distinct classification methods are quite
similar, but individual values of air temperature are divided differently. The best
result of genetic algorithm (HBest) preserves the amount of optimal information
and splits the geodata into intervals in a way that is suitable for cartographic
visualization and consequent understanding of the phenomena. Visualization
using our method carries more information than using Jenks method, better
displays lower air temperature values and makes the map richer for consequent
user interpretation.

On the other hand, the results depicted in Fig. 1 appears to be very similar,
but it is caused by experimental data resolution. As the number of input values
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Fig. 1. Comparison of interval distributions into 5 intervals for the best fitness (Hbest)
and natural breaks (Jenks)

increases (e.g. air temperature values with decimal numbers), the number of
possible scale restriction also increases, see Table 1 and traditional approach
using natural breaks (Jenks) method could not be applicable. Therefore our
method provides a very promising way how to handle large (geo)datasets.

5 Conclusion

Our method for setting the interval distribution using genetic algorithm was
tested on experimental integer data of air temperatures. For future work, a larger
geodata (in terms of magnitude order) is going to be used. Uncertainty of proper
interval distribution settings is significantly greater when examining larger geo-
data, thus our GA based method could contribute to reduce this uncertainty of
cartographic visualization process. Another aspect of GA based method usage
is the sensitivity for extremes detection by maximizing fitness function Eq. (15),
which is opposite to presented approach. This is going to be studied more in
detail in the future.
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images into one of four obtained source catalogue types. Experimental
results showed that combining PCA and rough set as feature reduction
techniques along with invariant moments for feature extraction provided
better classification results than having no rough set feature reduction
technique applied. It is also concluded that a small set of features is
sufficient to classify galaxy images and provide a fast classification.

Keywords: PCA neural network, rough set, moment invariant, fisher
score, galaxy images.

1 Introduction

Galaxies can be considered as massive system of stars, gas, dust, and other
forms of matter bound together gravitationally as a single physical unit [5]. The
morphology of galaxies is generally an important issue in the large scale study
of the Universe [1]. Galaxy classification is considered as a staring point for
astronomers towards a greater understanding of the origin and formation process
of galaxies, better understanding of galaxy image properties, and accordingly the
evolution processes of the Universe. Generally, galaxy classification is important
for two main reasons. Firstly, for producing large catalogues for statistical and
observational programs, and secondly for discovering underlying physics [2].

Morphological galaxy classification is a system used by astronomers to classify
galaxies based on their structure and appearance [3]. It is becoming an important
issue because astrophysicists frequently make use of large database of informa-
tion either to test existing theories, or to form new conclusions to explain the
physical processes governing galaxies, star-formation, and the nature of the uni-
verse. Galaxies have a wide variety of appearances. Some are smooth and some
are lumpy. Moreover, some have a well-ordered symmetrical spiral pattern.

This article presents an automatic hybrid approach for galaxies images clas-
sification based on principal component analysis (PCA) neural network and
moment-based features extraction algorithms. The proposed approach is con-
sisted of four phases; namely image denoising, feature extraction, reduct genera-
tion, and classification phases. For the denoising phase, noise pixels are removed
from input images, then input galaxy image is normalized to a uniform scale
and Hu seven invariant moment algorithm is applied to reduce the dimension-
ality of the feature space during the feature extraction phase. Subsequently, for
reduct generation phase, attributes in the information system table that is more
important to the knowledge is generated as a subset of attributes. Rough set
is used as feature reduction approach. The subset of attributed, which is called
a reduct, is fully characterizing the knowledge in the database. Finally, during
the classification phase, principal component analysis (PCA) neural network al-
gorithm is utilized for classifying the input galaxies images into to one of four
obtained source catalogue type. The rest of this paper is structured as follows.
Section 2 presents presents the basic concepts of rough sets and PCA neural net-
work algorithms. Section 3 presents the proposed approach for galaxies images
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classification and describes its phases. Section 4 discusses experimental result.
Finally, section 5 addresses conclusions and presents future work.

2 Preliminaries

2.1 Rough Sets

Rough set theory [12–14, 11] is a fairly new intelligent technique for managing
uncertainty that has can be used for the discovery of data dependencies, eval-
uation of the importance of attributes, discovery of patterns in data, reduction
of attributes, and the extraction of rules from databases. Such rules have the
potential to reveal new patterns in the data and can also collectively function
as a classifier for unseen data sets. Unlike other computational intelligence tech-
niques, rough set analysis requires no external parameters and uses only the in-
formation present in the given data. One of the interesting features of rough sets
theory is that it can tell whether the data is complete or not based on the data
itself. If the data is incomplete, it suggests more information about the objects
to be collected in order to build a good classification model. On the other hand,
if the data is complete, rough sets can determine the minimum data needed for
classification. This property of rough sets is important for applications where do-
main knowledge is limited or data collection is very expensive/laborious because
it makes sure the data collected is just good enough to build a good classifica-
tion model without sacrificing the accuracy of the classification model or wasting
time and effort to gather extra information about the objects [12–14, 11].

In rough sets theory, the data is collected in a table, called a decision table
(DT). Rows of the decision table correspond to objects, and columns correspond
to attributes. In the data set, we assume that the a set of examples with a class
label to indicate the class to which each example belongs are given. We call
the class label the decision attributes, and the rest of the attributes the condi-
tion attributes. Rough sets theory defines three regions based on the equivalent
classes induced by the attribute values: lower approximation, upper approxima-
tion and boundary. Lower approximation contains all the objects, which are
classified surely based on the data collected, and upper approximation contains
all the objects which can be classified probably, while the boundary is the dif-
ference between the upper approximation and the lower approximation. So, we
can define a rough set as any set defined through its lower and upper approxi-
mations. On the other hand, indiscernibility notion is fundamental to rough set
theory. Informally, two objects in a decision table are indiscernible if one cannot
distinguish between them on the basis of a given set of attributes. Hence, in-
discernibility is a function of the set of attributes under consideration. For each
set of attributes we can thus define a binary indiscernibility relation, which is a
collection of pairs of objects that are indiscernible to each other. An indiscerni-
bility relation partitions the set of cases or objects into a number of equivalence
classes. An equivalence class of a particular object is simply the collection of
objects that are indiscernible to the object in question.
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2.2 Principal Component Analysis (PCA) Neural Network

The basic problem in automated classification system is to found data features
that are important for the classification (feature extraction). One wishes to trans-
form the input samples into a new space (the feature vector ) where the infor-
mation about the samples is retained, but the dimensionality is reduced. This
will make the classification is high accuracy, as each galaxy image is presented
by 7 feature (moment invariant) [10].

Principal component analysis neural networks approach combines unsuper-
vised and supervised learning in the same topology. Principal component analy-
sis is an unsupervised linear procedure that finds a set of uncorrelated features,
principal components, from the input. On the other hand, a multilayer percep-
tron (MLP) neural network is a supervised procedure to perform the nonlinear
classification from these components [9]

Principal component analysis (PCA) also called Karhunen-Loeve transform
of Singular Value Decomposition (SVD) is such a technique. PCA finds an or-
thogonal set of directions in the input space and provides a way of finding the
projections into these directions in an ordered fashion. The first principal com-
ponent is the one that has the largest projection. The orthogonal directions are
called the eigenvectors of the correlation matrix of the input vector, and the
projections the corresponding eigenvalues. Since PCA orders the projections, we
can reduce the dimensionality by truncating the projections to a given order.
The reconstruction error is equal to the sum of the projections (eigenvalues)
left out. The features in the projection space become the eigenvalues. Note that
this projection space is linear. PCA is normally done by analytically solving
an eigenvalue problem of the input correlation function. However, Sanger and
Oja demonstrated that PCA can be accomplished by a single layer linear neural
network trained with a modified Hebbian learning rule. For a network having
p inputs/components and m¡p linear output PEs. The output is given by the
following equation (1) [10].

yi(n) =

p−1∑
i=0

Wij(n)Xi(n). (1)

where j= 0.1,..., m-1.
To train the weights, we will use the following modified Hebbian rule2.

�Wij(n) = η[yi(n)Xi(n)− yi(n)

i∑
k=0

Wkj(n)yk(n)] (2)

Where h is the step size.
The importance of PCA analysis is that the number of inputs for the MLP

classifier can be reduced a lot, which positively impacts the number of required
training patterns, and the training times of the classifier.
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3 The Proposed Approach for Galaxies Images
Classification

The proposed system is generally composed of four phases, (1) image denois-
ing, which is utilized to remove noise pixels, (2) feature extraction, where
input galaxies images are normalized to a uniform scale, then the Hu seven in-
variant moment algorith is applied in order to reduce the dimensionality of the
feature space, and (3) reduct generation, where attributes in the informa-
tion system table that is more important to the knowledge is generated as a
subset of attributes. The subset of attributed, which is called a reduct, is fully
characterizing the knowledge in the database. Finally (4) classification phase,
where principal component analysis (PCA) neural network algorithm is utilized
for classifying the input galaxies images into to one of four obtained source cat-
alogue type. These four phases are described in details in the following section
along with the steps involved and the characteristics feature for each phase.
General architecture of the introduced approach is described in figure 1.

3.1 Image Denoising Phase

In order to calculate the invariant moment features the image must be denoised
so that it contains only the desired galaxy. The type of noise that dominates the
Galaxy image is spike noise. Simple edge detection is the only denoising process
that is required as the spikes have sharp edges that distinguish them from local
intensity variation in the image.

3.2 Feature Extraction Phase

Create a 7x1 feature vector through the process of feature extraction that is per-
formed by computing the Hu seven invariant moments for all of the training and
test galaxy images. Then Principal Component Analysis (PCA) neural network
as artificial neural network based classifier to classify the galaxy image.

Moment Invariant. Invariant moment is a feature extraction from galaxies
images, that algorithm has been proven its best techniques because gives feature
invariant to scale, position and orientation of galaxy image. Traditionally, In-
variant moments are computed based on the information provided by both the
boundary and interior of the shape [7].

Traditionally, moment invariants are computed based on the information pro-
vided by both the shape boundary and its interior region. Given a continuous
function f(x, y) defined on a region D in the x, y plane, these regular moments
are defined as in equation (3):

mpq =

∫∫
xpyqf

D

(x, y)dxdy (3)
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Fig. 1. Architecture of the proposed ripeness classification approach
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Although the moments used to construct the moment invariants are defined
for continuous space two dimensional functions f(x, y), however practical images
are defined on discrete two dimensional space in the form of pixels and hence
they are computed in discrete form as in equation (4):

mpq =

N−1∑
j=0

M−1∑
i=0

(i � x)p(j � y)qf(i � x, j � y) (4)

Where are pixel indices in the x and y directions respectively, are the corre-
sponding space sampling intervals and are the number of pixels in the x and y
directions respectively. Strictly speaking, the seven moments defined by Hu are
computed by the normalized central moments defined as the following equations
(5) and (6):

ηpq =
μpq

μγ
00

(5)

μpq =

N−1∑
j=0

M−1∑
i=0

(i � x− x̄)p(j � y − ȳ)qf(i � x, j � y) (6)

Where x̄ and ȳ are the image centroids defined as the equations (7) and (8), μγ
00

is the normalization constant defined as the equation (9):

x̄ =
m10

m00
(7)

ȳ =
m01

m00
(8)

γ =
p+ q

2
+ 1 (9)

In terms of the central moments, the seven moments are given as the following
equations (10), (11), (12), (13), and (14):

M1 = η20 + η02 (10)

M2 = (η20 − η02)
2 + 4η211 (11)

M3 = (η30 − 3η12)
2 + (3η21 − η03)

2 (12)

M4 = (η30 − η12)
2 + (3η21 − η03)

2 (13)

M7 = (3η21 − η03)(η30 + η12)[(η30 + η12)
2

−(3η21 − η03)
2]− (η30 − 3η12)(η21

−η03)[3(η30 − 3η12)− (η21 − η03)]
2 (14)
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The most interesting property of this type of features is that all of the above
seven moments are invariant to galaxy scale, position, and orientation. The fea-
ture vector of the input image to the procedure is thus defined as equation (15):

X = [M1 M2......M7]
T

(15)

Where (.)T denotes the matrix transpose operation.

Fisher Score. In this section, we briefly review the Fisher score for feature
selection and discuss its shortcomings. The key idea of the Fisher score [17] is
to find a subset of features such that, in the data space spanned by the selected
features, the distances between data points in different classes are as large as
possible, while the distances between data points in the same class are as small
as possible. For a given set of selected features, the Fisher score

the fisher score computed as the following equations (16), (17), and (18):

F (Xj) =

∑c
k=1 nk(μ(j, k)− μ(j))2

σ2
j

(16)

σ2
j =

C∑
k=1

nk(σ(j, k))
2

(17)

μ(j) =

C∑
k=1

nk(μ(j, k))
2

(18)

Where C is the number of classes, nk is the size of the kth class respectively in
the data space, i.e., k = 1, 2, ....nk, μ(j, k) is the mean vector, and μ(j) is the
overall mean vector of the reduced data. The fisher score of the feature is easily
compute [8].

3.3 Reduct Generation Phase

The issue of knowledge representation is of primary importance in current re-
search in Artificial Intelligence (AI), for computational reason we need syntactic
representation of knowledge which suitable for computer processing. Table 1
considered knowledge representation system (Decision Table) columns of which
are labelled by attributes, rows are labelled by objects,and each row represent a
piece of information about the corresponding object. In this phase, an interest-
ing question is whether there are attributes in the information system table is
more important to the knowledge represented in the equivalence class structure
than other attributes. Often, we wonder whether there is a subset of attributes
which can, by itself, fully characterize the knowledge in the database; such an
attribute set is called a reduct.

Computation of reducts of all attributes which equivalent to elimination of
some column from the decision table .
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Table 1. Information System Table

3.4 Classification Phase

An institutive goal of classification is to discriminate between different galaxies
types or to measure structural properties of these galaxies. Classification phase
based on a set of selected features or compute. The proposed system for galax-
ies images classification based on the invariant moment features using Principal
Component Analysis Neural Network. The details about PCA and the perfor-
mance measures, which calculations are presented in the next subsection. The
PCA classifier was evaluated and assessed based on a set of selected feature as
described in experimental result section.

4 Experimental Results and Discussion

4.1 Data Collection

The images used in this paper were obtained from the ZsoltFrei Catalogue pro-
vided by the department of Astrophysical Sciences at Princeton University [4].
This catalogue contains approximately 113 different galaxy images and is of-
ten used as a benchmark for astronomical study as the images are carefully
calibrated. Images taken in several passbands and a color-composite image are
included for each galaxy. Images of 31 galaxies were taken with the 1.5 meter
telescope of the Palomar observatory in 1991; images of the other 82 galaxies
were taken with the 1.1 meter telescope of the Lowell observatory in 1989. At
Palomar the camera had an 800x800 TI CCD; at Lowell the camera had an RCA
512x320 CCD. Palomar images are available in three passbands of the Thuan-
Gunn system: g, r, and i. At Lowell images are in two passbands (J and R) of
the filter system developed by Gullixon et al. [15]

The selected data set of Zsolt frei catalogue has the following properties (i)
high resolution (ii)good quality (iii) careful calibration. Which doesnt re-
quire preprocessing phase, such as gamma correction or histogram equalization.



234 M.A. Elfattah et al.

The proposed algorithm is highly sensitive to the noise as the number of tested
features is very small, only seven invariant moments. Hence, an image denois-
ing technique is required to remove noisy pixels that dont belong to the galaxy
pixels. The advantage of the used algorithm is the dependence on a very small
dataset for each class. Only six training images were used for the training phase
and a small number of features was tested without the need to select the most
top ranked features from the Fisher score matrix. Although color images were
used, no color features were used in this study as the images are transformed to
the gray scale. The four different measured show the proposed algorithm is fast
and more accuracy than other attempts used before to solving the classification
problem of galaxy images.

4.2 Performance Measures

Four different measures have been used to evaluate the performance of the arti-
ficial neural network (ANN) based classification techniques as the following:

– Mean Squared Error (MSE): The mean squared error is calculating
the difference between values implied by an estimator and the true values
of the quantity being estimated. MSE is a risk function If is a vector of
n predictions, and is the vector of the true values, then the MSE of the
predictor as in the equation (19):

MSE =

∑n
J=0(Pij − Tj)

2

n
(19)

Where Pij is the value predicted by the individual case i for fitness case j (out
of n fitness cases or sample cases), and Tj is the target value for fitness case j.

– Normalized Mean Squared Error (NMSE): The normalized mean
square error is an estimator of the overall deviations between predicted and
measured values as defined in the equation (20):

NMSE =

n∑
J=0

(Pij − Tj)
2(n× P × T ) (20)

Where P =
∑n

i=1 Pij/n and P =
∑n

j=1 Tj/n

– Correlation Coefficient (R)
The correlation coefficient (R) is a quantity that gives the quality of a least
squares fitting to the original image. For two data sets x, y, the auto corre-
lation is given as in equation (21):

R =
cov(x.y)

σx × σy
(21)

Where x and y are the standard deviation of image x and y.
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Fig. 2. Image Denoising Result

Table 2. Performance Measure

– Error Percentage (E): The error percentage is calculated as the percent-
age difference between the measured value and the accepted value [6].

The proposed approach was tested using a dataset of 108 galaxy images (spi-
ral, barred spiral, elliptical and irregular) representing the most common types
of galaxies. The images were first classified manually by the author. The author
classication is assumed to be 100 perfect as the human recognition system is sup-
posed to be an absolute reference for classication. The galaxies in the dataset
were divided into two groups, a training set consisting of 24 images (six images
for each galaxy type) and 68 test images. All images were selected randomly by
the MATLAB simulation program from the full dataset.

An advantage of this study is that both monochromatic and color images
can be used, as the image is rstly transformed to a monochromatic black and
white image. It is also independent of the galaxy position, orientation, and size
inside the image which con. This contrasts with the Galaxy Zoo monochrome
images [16]. Another advantage of the pro- posed algorithm is that it relies on a
very small dataset for each class, i.e. only six training images were used for the
training phase and a small number of features were tested without the need to
select the top-ranked features from the Fisher score matrix. However, because
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only a small number of features was tested, i.e., only seven invariant moments.
Figure 2 shows an original galaxy image and the resulted denoised image. As
can be seen in figure 2, edge detection has successfully identified almost all the
spikes in the sample image. Fortunately, the area of the image that contain the
galaxy is characterized by slow variation in intensity such that there is no sharp
boundary between the area of the galaxy and it neighborhood. This helped a lot
in the process of separating the desired content from undesired object such as
distant stars, comets or any other astronautical objects that is observed in the
same image.

The proposed algorithm is highly sensitive to noise. This noise appears in the
form of spikes, scattered at different positions in the image as a large-scale salt-
and-pepper noise. Hence, an image denoising technique is required to remove
noise pixels. The results of the simulation over the whole available data set show
that about 98. of the galaxy images were classified correctly to the galaxy classes.
The sher score of all seven invariant moments used for classification are arranged
in a descending order. The top-ranked feature is the first central moment and
there is a clear distinction between the value of the Fisher score for this feature
and the remaining six features. This implies that the MSE classification may de-
pend only on one feature and ignoring the remaining features will not strongly
affect the outcome of the class prediction with more number of image greater
than 2000 images. Table 2 shows comparison between classification accuracy us-
ing combination of PCA and rough set as feature reduction techniques along
with invariant moments for feature extraction and classification accuracy having
no rough set feature reduction technique applied. It shows using invariant mo-
ments for feature extraction in combination with PCA and rough set provided
better classification rate compared to utilizing PCA neural network algorithm
only.

5 Conclusions and Future Work

We have presented the invariant moment as promising and good feature for
galaxy classification. The aim of this paper was to investigate the usefulness of
invariant moments for the automatic identification of common galaxy shapes.
The obtained results show that using invariant moments for feature extraction
in combination with Principal Component Analysis and rough set as feature re-
duction techniques provide better results than original using invariant moments
in combination with principal component analysis. We also conclude that a small
set of features (seven features) is sufficient to classify galaxy images and pro-
vides a fast classification process and with rough set each image present by (6
features)attributes provide best result with high accuracy. Future work includes
testing these methods for classifying more types of galaxy images and dealing
with unbalanced data sets. build an automated classification system that can be
detect peculiar galaxies. The contribution here is using a simple, fasting, and
robust algorithm for galaxies image classification. The experiment results are
shown the promising results.
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Abstract. Decision making is one of the most important application
areas of geoinformatics. Such support is mainly oriented on the identifi-
cation of locations that fulfil certain criterion. The contribution presents
the suitability of various approaches of spatial query using different types
of Fuzzy thresolds. Presented methods are based on the classical logic
(Crisp queries), Fuzzy logic (Fuzzy queries) and Possibility theory (Possi-
bilistic Queries). All presented approaches are applied in the case study.
Use these findings may contribute to the better understanding of the
nature of the methods used and can help to obtain more accurate re-
sults, which have a determining influence on subsequent decision-making
process.

Keywords: decision making, Possibility theory, spatial query.

1 Introduction

It is stated that up to 90% of the information has a spatial character [2]. For
efficient work with them is therefore necessary not only a system that allows a
spatial data store and manage, but it is also necessary to ensure a sufficiently
effective tool for spatial querying. Spatial analysis and spatial querying have
a great importance in a wide range of research areas and human activities.
Frequently discussed area is decision making (in crisis management, land use
planning, modelling, etc.) [14]. Precision of data obtained from answers to such
spatial querying, as well as a form of this information, have a critical impact
on the accuracy of subsequent decisions [3]. What more accurately it will be
possible to define the parameters of spatial query and what more precisely can
be visualized the result, subsequently can be more confident the final decision.
The nature of a variety of phenomena, however, cannot be described as precise
number. Therefore, the criteria to define the boundaries cannot be crisp values,
since these exact boundaries in a variety of phenomena do not occur naturally [8].
Assistance with decision making based on spatial data is one the main objectives
of geoinformatics [2,14]. Such support is mainly oriented on the identification of
locations that fulfil certain criterion. Such criterion can be minimal or maximal
distance from specific objects, areas with specific slopes and/or orientation, areas
with a certain area etc. Regardless on the purpose or type of the spatial query
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there is one common property that those queries should have. That property
is flexibility (softness). Generally it is not reasonable to specify thresholds for
spatial queries as crisp values since such query can easily fail to identify suitable
solution. Thus so called Fuzzy thresholds were introduced to the problematic
of spatial decision support. Such queries are more flexible due to their natural
softness which allows better ranking of alternatives and comparison of possible
solutions. While these Fuzzy thresholds adds considerable amount of flexibility to
the spatial queries the issue can be taken even further by introducing Possibilistic
thresholds that are based on Possibility theory and that adds yet another level
of flexibility and options for better spatial decision making. The main aim of
the article is to present possibilities of Possibilistic thresholds and their use in
spatial queries.

The structure of article is following: Sections 2 and 3 offers brief summary
of Fuzzy Sets and Possibility Theory . Section 4 summarizes information about
approaches and possibilities of spatial queries and their use for decision making.
Case study on the matter is shown in section 5 and the results are discussed and
evaluated in sections 6 and 7.

2 Fuzzy Sets

Fuzzy set is a special case of set that does not have strictly defined criterion of
membership. For example set of “large numbers” or “steep slopes” do not have
strict threshold but rather a transitional interval where objects have increasing
or decreasing value of membership. Fuzzy set is determined by the membership
function, which is defined as mapping

μÃ : U −→ [0, 1] (1)

that indicates that element x of universe U has membership value μÃ(x) from the

interval [0, 1] [16]. Elements with μÃ(x) = 0 do not belong to the set Ã, while
elements μÃ(x) = 1 completely belong to the set. Other membership values
indicates partial membership in the set. Fuzzy set can be expressed as pairs of
elements and their membership values

Ã = {(x, μÃ(x)) | x ∈ U, μÃ(x) ∈ [0, 1]}. (2)

or by exact the definition of membership function [10]. Fuzzy sets are often use
to model sets without precise borders or in situation where natural gradualness
of results is required [6,12].

3 Possibility and Necessity Measures

Let F̃ be a normalized fuzzy subset of universe U which is characterized by the
membership function μF̃ . This fuzzy sets act as a fuzzy restriction [4]. Let X be
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a variable from U . Then the possibility measure derived from the membership
function μF̃ by

ΠF̃ (X) = sup
x∈X

μF̃ (x) ∀X ⊆ U (3)

and μF̃ is a possibility distribution underlying ΠF̃ that can be denoted as πF̃

[5]. If X is a fuzzy set X̃ then this equation can be extended to

ΠF̃ (X̃) = sup
x

min(μF̃ (x), μX̃(x)). (4)

Let X be complement of X and Π a possibility measure then set function N
defined by

NF̃ (X) = 1−Π(X) ∀X ⊆ U (5)

is a necessity measure [5]. Such necessity measure can be also called certainty
measure. If both X and F are fuzzy set X̃, F̃ then this equation is extended to

NF̃ (X̃) = 1− sup
x

min(μF̃ (x), 1 − μX̃(x)). (6)

There is constraint that specifies that always NF̃ (X) ≤ ΠF̃ (X) [5].

3.1 Comparing Real Numbers to Possibility Distribution

In order to asses possibility and necessity of value x being bigger or equal then
the possibility distribution (threshold) Ỹ , there is need a to evaluate following
equations [5]:

μ[Ỹ ,∞)(x) = Πx((−∞, Ỹ ]) = sup
y≤x

μỸ (y) (7)

μ]Ỹ ,∞)(x) = Nx((−∞, Ỹ [) = inf
y≥x

(1− μỸ (y)) (8)

Where y is any value from Ỹ . According to those equations possibility and
necessity of x ≤ Ỹ can be calculated and used for further decision making.
Details on the implementation, proofs and process of answering inverse problem
are provided in [4,5] and [17].

4 Spatial Queries

Usual aim of spatial queries is to select areas that meet one or more conditions.
The condition is usually defined as a value being higher or smaller than given
threshold. Such queries cannot quite well introduce any measure of preference
in the result, because they are based on classical logical expressions [1,6]. But
many decision making situations that involve spatial data are not well suited for
such crisp queries, because the crisp query might be far to restrictive for such
utilization [15].
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The reasons for creating soft thresholds can be summarized as following:

– the concept of the threshold is naturally vague i.e. definition of “steep slopes”,
– there are more than one acceptable definitions of threshold Y and there is

no indications that any of them is more correct or precise than the others,
– threshold Y is based on the expert opinion that is provided as an interval of

values rather then precise value, or there is a need to merge definitions of Y
from several such expert opinions,

– results need to be arranged and the concept of intervals with associated
suitability value is insufficient or inappropriate for the problem.

These findings are supported by numerous studies [1,6,9].

4.1 Crisp Queries

Crisp query is based on classical logic usually looks like “is variable X higher
(or lower) then threshold Y ?”. In such case it does not matter what is the
difference between X a Y , if X is smaller then it is rejected from the resulting
set. However there is a clear difference between X1 = 0.1 and X2 = 1.799 when
they are compared to the threshold Y = 1.8. While X1 is clearly smaller and
should not be included in the set of numbers equal or higher than Y , X2 is quite
another matter. Indeed it is lower then Y but the difference is so small that X2 is
almost indistinguishable from the threshold. This example illustrates the biggest
drawback of Crisp Queries which is the rigidity. It can only classify data into
two groups (Fig. 1). Sometimes more such thresholds are defined that classify
the data into several intervals that indicates growing or decreasing suitability of
the alternatives in these categories. Each category has assigned specific value of
suitability. Figure 1 shows such classes with intervals [0, 0.4] and suitability value
0, [0.4, 1.8] with suitability 0.33, [1.8, 2.7] with 0.66 and finally interval [2.7, 3.0]
with suitability 1. However the problem of rigidity of definition is preserved,
because the crisp thresholds are still used in creation of the stepwise classification
and all the values on one class have the same amount of suitability (Fig. 1). While
this is helpful for the decision maker, the suitability ordering of the values still
is not as fluid as it should be.

4.2 Fuzzy Queries

Fuzzy query is based on Fuzzy logic [18] and its main purpose is to extend
possibilities of Crisp Queries [12]. For complex decision making processes it is
much better to specify the threshold as a fuzzy set [6]. In a case mentioned in
the previous chapter the crisp threshold can be approximated with Fuzzy set
that has a membership function defined:

μỸ (x) =

⎧⎪⎪⎨⎪⎪⎩
0 if x < 0.4
x− 0.4

2.7− 0.4
if 0.4 ≤ x ≤ 2.7

1 if 2.7 < x.

(9)
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Fig. 1. Left figure - Crisp threshold. Right figure - Several crisp thresholds forming
intervals of suitability.

Evaluating if the specific value of X is lower (or higher) then such threshold
is then matter of calculation of the membership value to the fuzzy set denoted
as Ỹ . The main addition is the natural gradualness of the results. Because of
that there is no longer any need to create classes with various suitability. Fuzzy
thresholds are typically used in a situation when the threshold is described in
terms of values that are possible to be used (in the example these are values
higher then 0.4) and values absolutely fulfil the criterion (these are values higher
then 2.7 in the example). Such description is quite common in geography, because
many elements have naturally vague definitions [8]. It is quite apparent that this
approach is a natural extension of the Crisp query with several intervals. However
this approach is much more complex as it can distinguish two close values, that
would otherwise fall into one category, but their suitability value will be also
quite similar, yet not the same.

4.3 Possibilistic Queries

Possibilistic Queries are based on Possibility theory [17,5]. In such case the
threshold used in the query is modelled as a fuzzy number [10] and it serves as
a possibility distribution [17]. Triangular fuzzy numbers are specified by three
values, support values - in the previously mentioned example the values would
be 0.4 and 2.7, and a kernel value, which is 1.8 (Fig. 2). This allows creation
of true soft threshold that is represented by such possibility distribution. This
type of query is useful when the criterion is described as values that are ab-
solutely suitable, values that are quite suitable, values that can be used but it
would be better to avoid them and values that are completely unsuitable (Fig.
2). This approach extends the fuzzy approach by introducing not only one but
two measures of suitability. These Possibilistic thresholds are compared to the
crisp values of the data by means Eqs. (7) and (8). The resulting measures iden-
tify both possibly and necessary suitable results. Interpretation of the results is
then:
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– if ΠỸ (x)) = 0 and NỸ (x) = 0 then x is lower then the threshold and thus
unsuitable,

– if ΠỸ (x)) > 0 and NỸ (x) = 0 then x is possibly (or partly) suitable,
– if NỸ (x) > 0 is quite suitable,

– if NỸ (x) = 1 then the x is for sure higher number then Ỹ and thus absolutely
suitable.

These are four possible variants of outcomes. Details on the implementation,
proofs and process of answering inverse problem (x < Ỹ ) are provided in [4]
and [5].
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Fig. 2. Left figure - Fuzzy threshold. Right figure - Possibilistic threshold (dashed)
with measures of possibility (grey dashed) and necessity (grey dotted).

Fig. 3. Slope of the are of the interest. Small values of slope are represented by white
colour and the higher values are darker.
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5 Case Study

The case study presents rather simple problem. Suppose that we have a surface
represented by a field model [13] that has N rows and M columns, with each
cell denoted by C̃i,j where i = 1, 2, . . . , N and j = 1, 2, . . . ,M . For every cell of
this surface the slope is calculated using Horn’s method [11]. The slope of the
testing data is in range 0%−110% (Fig. 3). The task is to identify all areas with
slope higher then medium slope. All three possible approaches to this task will
be shown and compared.

The simplest way is to specify crisp threshold after which the slope is con-
sidered medium. Since there is no general definition the value 7% is chosen the
threshold by the expert. So the slopes are classified into two classes lower then
7% and higher or equal to 7%. The natural extension of this approach is identify
values around the threshold and create special classes for them, to emphasize
the areas that might were or were not chosen but differs only by a small margin
from the threshold. In this case the classes were specified 0% − 5%, 5% − 7%,
7%−12% and 12%−110%. Such classification obviously offers more information
to the user and the decision maker (Fig. 4).

Fig. 4. Crisp classification of the slope with one category (left) and with four categories
(right). The white colour indicates unsuitable solutions and the black suitable solutions.

The second mentioned approach is to approximate possible values of the
threshold by a fuzzy set. Such fuzzy set can have linear membership function
(similar to example on Fig. 2) but with important points at values 5% and 12%
(Fig. 5). Such fuzzy set offers linear classification to the crisp classification into
four classes from the Fig. 4. The result however is much more smoother and
provides even more information then the crisp classification into classes.

The last approach that was mentioned in Section 4 is Possibilistic query. In
this case the threshold is modelled by a triangular fuzzy number that has support
range [5%, 12%] and kernel value 7%. To correctly query such surface there is a
need to obtain both measures of possibility and necessity (Fig. 6). As can be seen
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Fig. 5. Fuzzy classification of the slope. The white colour indicates unsuitable solutions
and the black suitable solutions.

from the figure 6 the possibility identifies much bigger area that has slope value
at least 5% and shows complete fulfilment for values higher then 7%. Necessity
measure on the other hand identifies partial fulfilment for values higher then 7%
and complete fulfilment for values higher then 12%. This is the most flexible
solution from all mentioned approaches as it allows the user to operate with
limit values (smallest and highest value of the threshold) as well as with the
most possible value of the threshold. The use of two measures instead of one
then allows obtaining much more information for further decision making.

Fig. 6. Classification by the possibilistic threshold. Possibility (left) and necessity
(right) values. The white colour indicates unsuitable solutions and the black suitable
solutions.
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6 Future Work

The topic of Possibilistic queries can be further extended especially by presenting
more complex case studies and also by presenting methods for handling results
of possibilistic queries in further data analysis. While the theoretical background
for the use of Theory of Possibility in decision making and decision support is
good [6] there are surprisingly few practical examples and case studies regarding
the subject, not only in the geosciences but also in other scientific fields. Consid-
ering the potential and benefits that this approach can offer, it definitely should
be studied further. For particular case studies there would be monitored rele-
vance of results with regard to the application of different approaches in spatial
querying. For effective implementation of the previous findings there is a need to
implement appropriate tools into primarily used software and become potential
users familiar with this procedure.

7 Conclusion

The contribution described two commonly used ways to query spatial data, Crisp
and Fuzzy queries, and present new possible approach to this problematic by in-
troducing Possibilistic queries. These queries are based on the Possibility theory
and allows the decision maker to model thresholds by vague numbers. Results
are obtained as the measure of possibility, that shows optimistic variant of the
resulting selection, and the measure of necessity, that show pessimistic variant
of the selection. These measures together allow the decision maker to embrace
all types of decisions (Fig. 2), those that were barely selected (low possibility
values). Decisions that can be used but are not completely suitable (high possi-
bility values but low necessity values). And even decision that absolutely satisfies
the constraint (necessity value of 1), such enlargement of possibilities of spatial
queries is much desirable for decision making, as it allows better data handling
as well as better spatial decision support.
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Visualizing Clusters in the Photovoltaic Power Station
Data by Sammon’s Projection
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Abstract. This paper presents results of the finding and the visualization
cluster in the hourly recorded data of power from the small photovoltaic power
station. Our main aim was to evaluate the use of Sammon’s projection for visual-
izing clusters in the data of power. The photovoltaic power station is sensitive for
changes according to the sun’s light power. Although one can think that sunny
days are the same the power of the sun light is very volatile during a day. When
we wanted to analyse the efficiency of the power station, it was necessary to use
some kind of clustering method. We propose the clustering method based on so-
cial network algorithms and the result is visualized by the Sammon’s projection
for explorational analysis.

Keywords: clustering, Photovoltaic power station, Sammon’s projection.

1 Introduction

Photovoltaics are widely considered to be an expensive method of producing electric-
ity. However, in off-grid situations photovoltaics are very often the most economical
solution to provide the required electricity service. The growing market all over the
world indicates that solar electricity has entered many areas in which its application is
economically viable. Additionally, the rapidly growing application of photovoltaics in
grid-connected situations shows that photovoltaics are very attractive for a large number
of private people, companies and governments who want to contribute to the establish-
ment of a new and more environmentally benign electricity supply system. A small
photovoltaic power stations (PVPS) can be a reliable and pollution-free producer of
electricity for home or office where it can help reduce high fees for electricity.

One of the major problems with PVPS is that the amount of power generated by a
solar system at a particular site depends on how much of the sun’s energy reaches it.
In our country, the building of the small home PVPS is supported by government and
many of the houses have their own PVPS on the roof. Although it was a very good
idea to support families, a lot of really huge PVPS, owned by the local companies
were built. Goverment reduced the redemption price of supplied electricity. For a small
home, PVPS is necessary to minimize supplied power to the grid and in an efficient way
reduce house power consumption. For this purpose it is necessary to know how PVPS
generates electricity the during day time, month and a whole year. These parameters are
specific to the each PVPS installation.
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In this paper we have processed a method for finding interesting clusters (group of
days) in the PVPS power data. This helps to understand how particular installation of
the PVPS generates power over time. The results forming this clustering can be used
for optimizing electricity consumption in the house and it can also be used in the smart
house systems.

This paper is organized as follows: Section 2 contains an overview of related work.
Section 3 explains the methods used for data visualization. In the section 4, data pre-
processing and clustering is described. The following section 5 contains experiments
and the last section 6 concludes the paper.

2 Related Work

Many methods exist for finding and visualizing clusters in the PVPS power data. We
will briefly describe some of them. The papers described in the next paragraph works
with the large PVPS installations and also work with huge amounts of data. Although
there exist many times smaller or home PVPS installations the aim of researchers is
focused mainly on big PVPS.

Haghdadi in the paper [1] proposes the method for finding the optimal number of
clusters and the best clustering method for 4 MW PVPS. He worked with four year
hourly cumulated power data. In his article he utilizes several methods an compares
their result. He used K–means, K–medoid, Fuzzy C–means and Guastafson–Kessel
method applied to the dataset. In his paper results were evaluated by applying more
comprehensive clustering validity by the crisp or fuzzy indices. In the paper [2] Hagh-
dadi focuses on sitting and sizing of photovoltaic units with the aim of minimizing the
total power loss in a distribution network. Due to fluctuations in output power of photo-
voltaic and variable nature of the loads in electricity network, for evaluating power loss
and the bus voltages, the grid should be simulated for all days of the year and all hours
of the day. He worked in the clustering method not only with hourly cumulated power
but also with the level of irradiation, the ambient temperature and the wind speed. These
three main parameters greatly influence the output power of PVPS. Modeling and esti-
mation of daily global solar radiation data by an artificial neural network is described
in the Benghammen paper [3]. He compared six different ANN models and conven-
tional regression model. In his paper he worked with global radiation, diffuse radiation,
air temperature and relative humidity. He tried to find a model for description of the
different clusters of the similar days based on sunshine duration.

Chen [4] published paper about prediction of the solar radiation based on the fuzzy
logic and neural network. His proposed techniques can find a difference of the solar
radiation between the different sky conditions. Performance analysis of a small 3 kW
grid-connected PVPS is described in the paper [5]. The PVPS are monitored for the
experimental validation of the models and of the simulation codes that allow the eval-
uation of the performance of the single components and of the overall plant. There are
experimental results of the efficiencies of the photovoltaic field and of the inverter are
presented, as well as other plant data.

Our approach is different from the previously described methods. We are mainly
focused on the visualization for exploratory analysis, therefore we need to obtain easily
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understandable visualization. As an input for Sammon’s projection we used different
settings. We have built a matrix of dependency between all data points from the data
set and this matrix was used as an input for Sammon’s projection algorithm by setting
different thresholds of the dependency value we obtained clusters in the data. By using
this method, we can visualize the networks into euclidean 2D/3D space.

The next section describes the Sammon’s projection.

3 Sammon’s Projection

One of the methods for projecting a dataset from high–dimensional space to a space
with lower dimensionality is the method introduced by Sammon [6] in the 1969. This
method is based on preserving inner–point distances. This goal is achieved by mini-
mizing the error criteria that penalizes the difference in distance between points in the
high–dimensional original space and the projected low–dimensional space. We are pri-
marily interested in projections into two and three dimensional space because obtained
projections can be easily explored and evaluated by human.

Assuming that we have a collection X with m data points X = (X1,X2, ...,Xm) where
each data point Xi is n dimensional vector Xi = {xi1,xi2, ...,xin}. At the same time we
define a collection Y of m data points Y = (Y1,Y2, ...,Ym) where each data point Yi is d
dimensional vector and (d < m). As d∗

i j we denote the distance between vectors Xi and
Xj. The distance between corresponding vectors Yi and Yj in lower dimensional space
is denoted as di j. Although any distance measure can be used, the distance measure
suggested by Sammon is Euclidean metric.

The projection error E (so–called Sammon’s stress) measure how well the current
configuration of m data points in the d–space fits the m points in the original space.

E =
1

m
∑

i< j
[d∗

i j]

m

∑
i< j

[d∗
i j − di j]

2

d∗
i j

(1)

In order to minimize the projection error, any minimization technique can be used.
Sammon’s original paper [6] proposes some widely known methods such as pseudo–
Newton (Steppest descent) minimization:

y′ik(t + 1) = y′ik −α
∂E(t)
∂y′ik(t)∣∣∣ ∂ 2E(t)
∂y′ik(t)2

∣∣∣ (2)

where y′ik is the kth coordinate of the data point’s position y′i in the projected low–
dimensional space. Constant α setting 0.3 – 0.4 is given by Sammon as optimal. How-
ever, this range is not optimal for all solved problems. Equation 2 may cause a problem
at the inflection points where second derivative is very small. Therefore the gradient
descent may be used as an alternative minimization method.
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4 Preprocessing Data

In this paper we worked with six hundred records of the PVPS measurement of hourly
cumulated values of power. Dataset1 contains daily entries, each of which contains 24
records of power (one record per hour). Each day we can represent vectors of dimension
24. This vector space model can be easily converted to a weighted undirected network.
In our case, the vertices of the network are individual days. Weight of edges between any
two vertices (days) corresponds to the similarity of vectors that they represent (similar
days). For the calculation we used the cosine similarity.

CosSim(x,y) =
∑i xiyi√

∑i x2
i

√
∑i y2

i

(3)

The result of dataset conversion is weighted undirected network. Sammon’s pro-
jection, however, requires the calculated distance of each vertex. The input must be a
distance matrix. There are different approaches to calculate the distance of the network
vertices (e.g. diffusion distance). We used a method based on the calculation of local de-
pendency (see [7]). The dependency takes into account the surroundings of each vertex
into depth 2.

4.1 Dependency Measuring

We understand the dependency as a local unsymmetrical feature of a pair of vertices,
which have distance of 2 at the most. More distant vertices are considered as being
independent, therefore the dependency value is zero.

Let E(x) be the set of all edges adjacent to the vertex x. Let Adj(x,y) be the set
of all edges between the vertex x and any of the neighbours of the vertex y. Clearly,
Adj(x,y)⊆ E(x). Let W (e) be the weight of an edge e and W (v1,v2) is the weight of an
edge between vertices v1 and v2 (W (v1,v2) = 0, if there is no such edge).

Let x not be an isolated vertex of the network. The dependency D(x,y) (as we have
introduced in [8]) of the vertex x on a vertex y is defined as:

D(x,y) =
W (x,y)+∑ei∈Adj(x,y)W (ei) ·R(ei)

∑ei∈E(x)W (ei)
, (4)

R(ei) =
W (y,vi)

W (ei)+W(y,vi)
, (5)

where R(ei) is the coefficient of dependency of the vertex x on the vertex y via the
common neighbour vi, therefore vi ∈ ei.

For particular situations from the Fig. 1 holds:

1a: D(x,y) = D(y,x) = 1,
1b: D(x,y) = 1,D(y,x) = 1

2 ,
1c: D(x,y) = 13

21 ,D(y,x) = 13
18 .

1 Dataset can be downloaded from
http://www.forcoa.net/resources/ibica2013/

http://www.forcoa.net/resources/ibica2013/
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Fig. 1. Examples of dependency between two vertices

The dependency describes a relation of one vertex to another vertex from the point
of view of their surroundings. Particular values of the dependency are used as threshold
for creating distance matrix. Presented equations infer D(x,y) ∈ 〈0;1〉. The dependency
being equal to zero means that vertices x and y have no common edge or neighbour.
The full dependency (dependency equal to one) describes a situation where vertex x has
only one common edge with vertex y.

Remark. The dependency is non-zero, if at least one of the following conditions hold:

1. There exists an edge between vertices x and y.
2. Vertices x and y share at least one common neighbour.

4.2 Conversion into Weighted Undirected Network

4.3 Dependency-Based Vertex Distance (DDST)

Distance matrix A for n vertices has order n. Matrix element Ai j represents the dis-
tance between vertices Vi and Vj. This matrix is symmetric. In order to calculate the
distance between any two vertices in the network, we set the largest possible distance
between points to 1. This corresponds to totally independent vertices (the vertices have
no common neighbor).

The dependency between vertices Vi and Vj is unsymmetrical, but the distance matrix
A for the Sammon’s projection should be symmetric. Let D(Vi,Vj) be the dependency
of a vertex Vi on the vertex Vj. The elements of the distance matrix may be calculated
as follows:

1. if i = j, then Ai j = 0
2. else Ai j = A ji = 1−MAX(D(Vi,Vj),D(Vj,Vi))

All vertices are therefore represented as points inside the hyper–ball of dimension n
and diameter 1. The main diagonal of the matrix contains zeros, which may be ignored
during the calculation of the projection. Matrix A serves as the direct input for the
Sammon’s projection.
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5 Experiments

Evaluation of the small home PVPS data can help us plan consumption in a house in a
better way. When we analyse measurement data we can identify several clusters during
the year and predict power obtained from the sun, during different parts of year. By this
sense we can divide the year into two major part. Our method helps us to find some
other interesting clusters in the data.

5.1 Input Data Collection

We worked with the data of the measurement from small home PVPS. Power station has
maximal power 2200 Watt per hour. The measurement of the hour power was recorded
directly from the inverter device. We worked with 608 records in period since 9-26-
2011 to 6-5-2013. Data set contained some records when the inverter was in the error
state. These records were completely full of zeros or some hourly measurements were
cleared.

For our paper we used different colors for the particular period of the year. The
months of December, January and Febuary were colored brown. Green color was used
for March, April and May. For June, July and August yellow was used. September, Oc-
tober and November were colored by orange color. These groups of months divided the
year into four parts where obtained power was different from each other. It is necessary
to say, that there is not a crisp border between these parts of the year.

In the figure 2(a) the power obtained from PVPS, during year is depicted. Each
curve shows power in one randomly selected day in each month. The variability of
the obtained power from power station is depicted there as well. Second figure 2(b)
shows output power for each day in June. Power obtained from the power station is
very dependent on the weather. Clouds in the sky can change power very dramatically.
Although photovoltaic power station needs sun for getting maximal output power, high
temperature of the photovoltaic cell reduces output power. The charts of the power are
dependent on the particular location of the PVPS and can not be generalized.

(a) Example of power during year (b) Example of power in Jun

Fig. 2. Example Power of the PVPS during one year and particular month
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Table 1. Number of vertices used in visualization by the level of threshold

Level of threshold Number of vertices
0.00 608
0.90 568
0.95 551
0.99 300

(a) DDST method threshold 0.9 (b) DDST method threshold 0.95

(c) DDST method threshold 0.99 (d) Major clusters for threshold 0.99

Fig. 3. Different level of threshold

5.2 Evaluation of Main Clusters

Recorded data from PVPS was used for computing matrices by the DDST method.
These matrices were used as input for Sammon’s projection. We prepared several ma-
trices for different levels of threshold. The level of threshold (dependency value) was
experimentally evaluated. In the matrices, dependencies were computed between each
vertice. For vertices with level of dependency lower than the selected threshold the
largest possible distance, was set between them (1). The number of vertices used for vi-
sualization is shown in the table 1. In the figure 3 Sammon’s projection is presented for
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(a) Selected cluster (b) Records assigned to the cluster

Fig. 4. Cluster and his presentation

the different level of dependency threshold. We have omitted the picture with zero level
of threshold because projection was useless for cluster analysis. Figures 3(a), 3(b) and
3(c) show the extraction of cluster caused by the higher level of threshold. The colors
of the vertices help us to understand the major clusters in the data. These clusters are
natural. The last figure 3(d) shows the two big clusters. The cluster on the left hand side
is formed mainly by the summer and spring days and several autumn days. The second
cluster on the right hand side is formed by the winter, autumn and small sub–cluster of
spring days.

5.3 Evaluation of Selected Clusters

The cluster depicted in the figure 4(a) contains records from winter days. This cluster
consists of two small separate sub-clusters and the distance between them is very small
compared to the rest of the vertices in the picture. The right hand side figure 4(b) dis-
plays chart of the cumulated hourly power for particular days in the cluster. It is easy to
see that the curves are very similar in their profiles, but they are different according to
the maximum power. This property of clustering method is necessary for right cluster
analysis.

Small cluster of the winter days is displayed in the figure 5(a). This is one of the
sub-clusters of the winter and autumn days. This cluster contains 7 days in the period
under consideration. The curves of the power are also very similar although there are
days from the years 2011 and 2012. The right hand side figure 5(b) is identifiable by
the difference in the middle part of the chart. These differences are depicted in the
Sammon’s visualization by the close distance between vertices and line shape.

The final selected cluster for evaluation is our clustering algorithm which is depicted
in the figure 6(a). This cluster is situated on the top of the projection space. The vertices
are shaped into the line and there is distance between vertices. This shape and space
suggest a profile of the curves. There are eleven curves for eleven days in this cluster.
These days are mainly from Autumn 2011 and 2012 and there is one day from Winter
2013. The curves are shaped into similar shapes and we can identify a very close shape
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(a) Selected cluster (b) Records assigned to the cluster

Fig. 5. Cluster and his presentation

(a) Selected cluster (b) Records assigned to the cluster

Fig. 6. Cluster and his presentation

for vertices which are very close in the visualization. The method of the clustering based
on the DDST method together with Sammon’s visualization seems to be appropriate for
explorational analysis of the data form the PVPS.

6 Conclusion and Future Work

In this paper, we have introduced an approach for finding interesting cluster in the pho-
tovoltaic power station power measurement. We have used a method based on the graph
theory and vertex dependency. The used method gave us a very interesting hierarchical
view of the cluster with the same daily power profile. In our future work we plan to
compare our results with the other clustering methods and finding a method for select-
ing the best value of threshold.
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Abstract. This article presents a feature selection and classification sys-
tem for 2D brain tumors from Magnetic resonance imaging (MRI) im-
ages. The proposed feature selection and classification approach consists
of four main phases. Firstly, clustering phase that applies the K-means
clustering algorithm on 2D brain tumors slices. Secondly, feature ex-
traction phase that extracts the optimum feature subset via using the
brightness and circularity ratio. Thirdly, reduct generation phase that
uses rough set based on power set tree algorithm to choose the reduct.
Finally, classification phase that applies Multilayer Perceptron Neural
Network algorithm on the reduct. Experimental results showed that the
proposed classification approach achieved a high recognition rate com-
pared to other classifiers including Naive Bayes, AD-tree and BF-tree.
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1 Introduction

Feature selection is one of the most essential problems in the fields of data min-
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selection is to determine a minimal feature subset from a problem domain, while
retaining a suitably high accuracy in representing the original features [2]. In
real world problems, feature selection is a must due to the abundance of noisy,
misleading, or irrelevant features [10]. By removing these factors, learning from
data techniques can be of a great use. The motivation of feature selection in
data mining, machine learning, and pattern recognition is to reduce the dimen-
sionality of feature space, improve the predictive accuracy of a classification al-
gorithm, and develop the visualization and the comprehensibility of the induced
concepts [13].

Medical data, such as MRI brain data, oftentimes contain irrelevant features
in addition to missing values and uncertainties [1]. The analysis of medical data
was required for dealing with vagueness and inconsistent information as well as
manipulation of different levels of representation of data. Rough set theory [5]
can transact with uncertainty and vagueness in data analysis. It has been widely
applied in many fields, such as data mining [4], machine learning [6], etc. [14]. It
considers knowledge as a kind of discriminability. Furthermore, feature reduction
algorithms remove redundant information or features and selects a feature subset
that has the same discernibility as the original set of features.

In this paper rough set algorithm based on power set tree was applied for
feature selection from twenty features based on shape, color, and texture that
have been extracted in order to obtain a feature vector for each object to identify
the tumor and classify it in 2D brain Magnetic resonance imaging (MRI) images.

The rest of the paper is organized as follows. Section 2 gives an overview of
rough set theory as well as power set tree and artificial neural network (ANN)
algorithms. Section 3 describes the proposed system model and its phases. Sec-
tion 4 presents the experimental result. Section 5 addresses conclusions and
discusses future work.

2 Background

2.1 Rough Sets

Rough set theory [7], [9], [11], [5] is a fairly new intelligent technique for man-
aging uncertainty that has can be used for the discovery of data dependencies,
evaluation of the importance of attributes, discovery of patterns in data, reduc-
tion of attributes, and the extraction of rules from databases. Such rules have
the potential to reveal new patterns in the data and can also collectively func-
tion as a classifier for unseen datasets. Unlike other computational intelligence
techniques, rough set analysis requires no external parameters and uses only the
information present in the given data.

One of the interesting features of rough sets theory is that it can tell whether
the data is complete or not based on the data itself. If the data is incomplete,
it suggests more information about the objects to be collected in order to build
a good classification model. On the other hand, if the data is complete, rough
sets can determine the minimum data needed for classification. This property
of rough sets is important for applications where domain knowledge is limited
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or data collection is very expensive/laborious because it makes sure the data
collected is just good enough to build a good classification model without sac-
rificing the accuracy of the classification model or wasting time and effort to
gather extra information about the objects [7], [9], [11], [5].

In rough sets theory, the data is collected in a table, called a decision table
(DT). Rows of the decision table correspond to objects, and columns correspond
to attributes. In the dataset, we assume that the a set of examples with a class
label to indicate the class to which each example belongs are given. We call the
class label the decision attributes, and the rest of the attributes the condition
attributes. Rough sets theory defines three regions based on the equivalent classes
induced by the attribute values: lower approximation, upper approximation and
boundary. Lower approximation contains all the objects, which are classified
surely based on the data collected, and upper approximation contains all the
objects which can be classified probably, while the boundary is the difference
between the upper approximation and the lower approximation. So, we can define
a rough set as any set defined through its lower and upper approximations. On
the other hand, indiscernibility notion is fundamental to rough set theory.

Informally, two objects in a decision table are indiscernible if one cannot
distinguish between them on the basis of a given set of attributes. Hence, in-
discernibility is a function of the set of attributes under consideration. For each
set of attributes we can thus define a binary indiscernibility relation, which is a
collection of pairs of objects that are indiscernible to each other. An indiscerni-
bility relation partitions the set of cases or objects into a number of equivalence
classes. An equivalence class of a particular object is simply the collection of
objects that are indiscernible to the object in question.

2.2 Power Set Tree (PS-tree)

This section recalls some fundamental of definition of power set tree (PS-tree),
more details can be found in [3]. Trees provides us with an efficient method to
solve many problems. The PS-tree is a tree building to represent the power set in
an order style. Let I = (O,C ∪D,V, f) be a decision table,where D is a decision
feature and C is a condition features, C = {c1, ......, cn} P is the power set of
C.PT is a PS-tree for I, which is a tree that satisfies the following conditions:

1. The root of PT is a 〈c1, ....., cn, n〉, which denote that the root has n element
c1, ....., cn and n children.

2. Suppose that PT1, PT2, ...., PTn be n children of root PT. PT1 has n-1
member and n-1 children; PTn has n-1 member and zero children. Members
of PTn are inherited from PT by deleting the n member of PT. Each child
of the root is a PS-tree.

3. The arrangement of member in PT1 is unmodified. The order of PT2, ...., PTn

must be changed.The n-1 member of PTn equal the deleted members of
PTn−1, ..., PT2, PT1.
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The PS-tree will be used for caching solutions and for testing the subsumption
relation between two sets, which could efficiently reduce the time and space
complexities of the algorithms.

2.3 Artificial Neural Network (ANN)

Artificial neural networks (ANN) or simply neural networks (NN) have been de-
veloped as generalizations of mathematical models of biological nervous systems.
In a simplified mathematical model of the neuron, the effects of the synapses are
represented by connection weights that modulate the effect of the associated in-
put signals, and the nonlinear characteristic exhibited by neurons is represented
by a transfer function. There are a range of transfer functions developed to pro-
cess the weighted and biased inputs, among which four basic transfer functions
widely adopted for multimedia processing [20].

The neuron impulse is then computed as the weighted sum of the input signals,
transformed by the transfer function. The learning capability of an artificial
neuron is achieved by adjusting the weights in accordance to the chosen learning
algorithm. The behavior of the neural network depends largely on the interaction
between the different neurons. The basic architecture consists of three types of
neuron layers: input, hidden and output layers.

In feed-forward neural networks, the signal flow is from input to output units
strictly in a feed-forward direction. The data processing can extend over multiple
units, but no feedback connections are present, that is, connections extending
from outputs of units to inputs in the same layer or previous layers. There are
several other neural network architectures (Elman network, adaptive resonance
theory maps, competitive networks, etc.) depending on the properties and re-
quirement of the application [21].

3 Proposed Feature Selection and Classification
Approach

The feature selection and classification approach, proposed in this article, com-
posed of four fundamental phases; namely clustering, feature extraction, reduct
generation, and classification, as follows:

– Clustering phase: K-means clustering algorithm is applied on the 2D MRI
slices.

– Feature extraction phase: Extract the optimum feature subset via using
brightness and circularity ratio.

– Reduct generation phase: Rough set based on power set tree algorithm
is applied to choose the reduct.

– Classification phase: Multilayer Perceptron Neural Network algorithm is
applied to classify the reduct.

Fig. 1 depicts the building phases of the proposed system. These phases are
described in more details in the next subsections along with the steps involved
and the characteristics feature for each phase.
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Fig. 1. 2D Brain Tumor Feature Selection and Classification Proposed Scheme

3.1 K-Means 2D Slice Clustering Phase

K-means [18], [12] is a simplest unsupervised learning techniques that solve the
well known clustering problem. The algorithm follows a simple way to classify
a given dataset through a certain number of clusters (say k -clusters). The basic
idea is to assign k -centroids for each cluster. The better way to select the k is
to place them as much as possible far away from each other. The next step is
to take each point belonging to a given dataset and associate it to the nearest
centroid [18]. When no point is pending, the first step is completed and an
early groupage is done. At this point, k new centroid needs to be re-calculated
as barycenters of the clusters resulting from the previous step. Having these k
new centroid, a new binding has to be done between the same dataset points
and the nearest new centroid. By repeating this process, the k centroids change
their location step by step until no more changes are done. Finally, as shown in
algorithm 3.1, the K-means clustering algorithm aims at minimizing an objective
function, which is defined as in the equation (1).
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J =

x∑
j=1

k∑
i=1

‖xj
i − cj‖2 (1)

where ‖xj
i − ci‖2 is a chosen distance measure between a data point xj

i and the
cluster center cj , is an indicator of the distance of the n data points from their
respective cluster centers.

Algorithm 1. K-means clustering algorithm

1: Place K points of initial group of centroids into the space
2: for Each object do
3: Assign it to the group that has the closest centroid
4: end for
5: if All objects have been assigned then
6: Recalculate the positions of the K centroids
7: end if
8: Repeat: Steps (2)-(7)
9: Until: the centroids no longer move
10: Minimize the objective function shown in equation (1)

3.2 2D Feature Extraction Phase

Once the tangent and normal clustered vectors are obtained, it is important to
capture their important geometrical properties in terms of a set of meaningful
features. A feature is defined as a function of one or more measurements and
are the values of some quantifiable property of an object, computed so that
it quantifies some significant characteristics of the object [15], [19]. One of the
biggest advantages of feature extraction lies that it significantly reduces the
information to represent an image for understanding the content of the image.
In this paper, we used only the circularity ratio and the brightness of the object.

The circularity ratio is the ratio of the area of the shape to the area of a
circle having the same perimeter, which is expressed mathematically as in the
equation (2)

fcirc
4 ∗ π ∗A

P 2
(2)

where P andA are the perimeter and area of the object, respectively. fcirc is
equal to one for a circle and it is less than one for any other shape. The area is
obtained using the total number of pixels in each separated cluster.

3.3 PS-tree Reduct Generation Phase

In this phase, rough set algorithm based on power set tree (PS-tree) [3] was
applied for feature selection from 22 features based on shape, color, and texture
which were extracted to obtain feature vector for each object that characterizes



Rough Power Set Tree for Feature Selection and Classification 265

the tumor and identifies it [1]. The PS-tree is an arrangement tree representing
the power set, and each possible reduct in rough set is mapped to a node of
thee tree. The PS-tree will be used for caching solutions and for testing the
subsumption relation between two sets, which could efficiently reduce the time
and space complexities of the algorithms. For its exponential size, it is impossible
to totally explore the PS-tree. The rules of removing a branch of the search tree
from consideration without examining the nodes in the branch are called pruning
rules. The specific PS-tree-based pruning is called rotation and backtracking.

In the PS-tree, its left branches are larger than the right branches. Then, it
was more efficient to prune the left branches. If a node is not super reduct, then
its children obviously are not reducts. By effect of this property of PS-tree, the
unpromising parts of the search space can be pruned. When an extended node
in the right of PS-tree is not super reduct, it should be rotated to the left and
pruned as a large branch. Simultaneously, the arrangement of elements in the
node must be revised according to the definition of PS-tree. Backtracking is a
methodical way to search for the solution to a given problem.

Once we had determined an organization for the solution space, this space
was searched in a depth-first manner beginning at a start node. If the search
operation constructs a solution by depth-first manner, then backtracks to search
for a more optimal solution. Rotation technique can prune left branches of the
PS-tree and backtracking technique can prune the right branches of the PS-tree.
Out of rotation and backtracking, we can eliminate those parts of the solution
space which do not have the potential to lead to a solution. Then, a rough set
algorithm based on PS-tree-based for feature selection (also called Rough power
set-based feature selection), presented in algorithm 3.4, extends nodes according
to some priority function in an order style. Nodes along the tree’s extending
fringe are kept in a priority queue and next node to be extended is obtained by
virtue the guiding heuristic.

3.4 Multilayer Perceptron Neural Network Classification Phase

Artificial neural networks (ANN) have been developed as generalizations of
mathematical models of biological nervous systems. In a simplified mathemati-
cal model of a neuron, the effects of the synapses are represented by connection
weights that modulate the effect of the associated input signals, while the non-
linear characteristic exhibited by neurons is represented by a transfer function.
Each neuron is characterized by an activity level (representing the state of polar-
ization of a neuron), an output value (representing the firing rate of the neuron),
a set of input connections (representing synapses on the cell and its dendrite),
a bias value (representing an internal resting level of the neuron), and a set of
output connections (representing a neuron’s axonal projections). Each of these
aspects of the unit is represented mathematically by real numbers. Thus, each
connection has an associated weight (synaptic strength), which determines the
effect of the incoming input on the activation level of the unit.
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Algorithm 2. Rough power set-based feature selection algorithm

Input: A decision table I = (O,C ∪D, V, f)

1: Let R = C; Add C to OPEN −NODES; feat− num = |C|; child = |C|
2: Repeat
3: Choose the first node NODE in OPEN −NODES
4: Let T = NODE, T.feat− num = feat− num and T.child = child
5: if (μT (D) = μC(D)) and (∨P ⊂ T, μP (D) �= μC(D)) then
6: if |T | < |R| then
7: R = T and Return
8: end if
9: else Return
10: end if
11: if (μT (D) = μC(D)) then
12: for i = 1 to T.child do
13: Select a feature ai ∈ T in sequence T , let Ti = T − ai

14: Let Ti.feat− num = T.feat − num − 1
15: Let Ti.child = T.child − i
16: if (μTi(D) �= μC(D)) then
17: Rotate Ti to the left of PS-tree to be pruned
18: end if
19: else Rotate Ti to the right of PS-tree
20: end for
21: end if
22: Let K1,K2, ..., Km,Km+1, ..., Kchild be the nodes rotation where K1,K2, ..., Km

are the pruned parts, and Km+1, ...., Kchild are non- pruned parts.
23: Modify the arrangement of elements in nodes of non-pruned parts according to

definition of PS-tree.
24: for j = m+ 1 to T.child do
25: if Kj .feat− num −Kj .child < |R| then
26: Add Kj to to OPEN −NODES
27: Delete the node NODE from OPEN −NODES
28: Sort all nodes in OPEN −NODES according to the heuristic
29: end if
30: end for
31: Until OPEN −NODES is empty
32: Output R

The neuron impulse is hence computed as the weighted sum of the input
signals, transformed by the transfer function. The learning capability of an ar-
tificial neuron is achieved by adjusting the weights in accordance with a chosen
learning algorithm. The reader may refer to [17] for an extensive overview of the
artificial neural networks. The most common methodology for accomplishing
this type of learning in an ANN is the multilayered perceptron NN employing
back-propagation. A three-layered perceptron is the simplest multi-layered per-
ceptron is with feed-forward connections from the input layer to the hidden layer
and from the hidden layer to the output layer [8]. This function estimating NN
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records pattern pairs using a multi-layered gradient error correction method. It
applies its internal representation features of the training data by minimizing a
cost function. The cost function is the sum squared error or the summation of
the difference between the computed and desired output values for the output
neuron across the patterns in the training data.

4 Experimental Results

The dataset used in this article contains different MRI images from 10 patients
with cerebral tumors. Figure (2) shows 39 slices and the tumor appeared from
slice 29 to slice 33. These MRI images of the brain shows many small irregular
areas of increased signal that turned out to be cancer. Figure (3) shows the four
clusters results obtained using the K-mean clustering. The brain tumor cluster
in this experiments has the maximum brightness and is circular. After applying
circularity measure to the clusters that have maximum brightness, we obtain the
resulted cluster.

Fig. 2. K-mean clustering results

For the analysis of patients, the information system was defined, where a set
of 32 instances was described by a set of features. The set of features includes
22 condition features and one decision feature. The condition features charac-
terize the patients, while the decision feature defines the patients’ classification
according to the tumor. A list of the chosen twenty two condition features with
characteristics of their domains is presented in Table 1.

Table 2 shows results of a comparative analysis for reduct generation of MRI
brain tumor dataset using different reduct generation algorithms such as Genetic
Search [22, 23], Greedy Stepwise [25], Linear Forward Selection [26], Best First
[27], and PS-FS-C [3]. From the results, we can conclude that the GLCM02-
Contrast and Shape-Circularity are the minimal reduct, which are the same
features that are chosen according to the recommendations of a physician.

Table 3 depicts classification accuracy using different classifiers such as Multi-
layer Perceptron NN, BFtree, ADtree and Naive Bayes classifiers. As presented
in Table 3, the classification accuracy using the Multilayer Perceptron NN was
85%, using best first decision tree (BF-tree) [29] was 83%, using alternating de-
cision tree (AD-tree) [28] was 84% , and using Naive Bayes [24] was 75%, which
means that using the Multilayer Perceptron NN outperformed the other other
classification algorithms for the experienced dataset.
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Table 1. Characteristics of condition features

Feature Min Max Avg Std

GLCM02-Contrast 0 6870.1 1020.121 1462.853

GLCM02-Correlation -0.973 1.1 1.1 0.428

GLCM02-Energy 0 0.6 0.126 0.124

GLCM02-Homogeneity 0 0.485 0.247 0.11

GLCM20-Contrast 0 2984.1 669.866 684.255

GLCM20-Correlation -0.408 0.989 0.666 0.31

GLCM20-Energy 0 0.433 0.104 0.094

GLCM20-Homogeneity 0 0.423 0.255 0.098

GLCM22-Contrast 0 9390 1730.957 2430.185

GLCM22-Correlation -1.1 0.951 0.056 0.696

GLCM22-Energy 0 1.1 0.166 0.211

GLCM22-Homogeneity 0 0.399 0.184 0.105

Gray-Entropy 1.5 5.515 4.084 1.096

Gray-Mean 6.736 53.6 28.632 14.283

Gray-Variance 97 191.259 129.138 21.582

Shape-Circularity 0.3372 1.8147 0.9642 1607

Shape-Area 1 1557.1 154.099 348.542

Shape-EulerNumber 1 2.1 1.144 0.306

Shape-MajorAxisLength 1.155 72.915 14.935 16.714

Shape-MinorAxisLength 1.155 50.585 8.932 11.441

Shape-Orientation -89.575 90.1 5.727 58.268

Shape-Solidity 0.402 1.1 0.913 0.171

Table 2. Reduct set results

Algorithms Feature reduct

Genetic Search

GLCM02-Energy
GLCM02-Homogeneity
GLCM20-Correlation

GLCM20-Energy
GLCM22-Contrast

Greedy Stepwise

GLCM02-Energy
GLCM02-Homogeneity
GLCM20-Correlation

GLCM20-Energy
GLCM22-Contrast

Linear Forward Selection

GLCM02-Energy
GLCM02-Homogeneity
GLCM20-Correlation

GLCM20-Energy
GLCM22-Contrast

Best Frist

GLCM02-Energy
GLCM02-Homogeneity
GLCM20-Correlation

GLCM20-Energy
GLCM22-Contrast

Rough power set-based
GLCM02-Contrast
Shape-Circularity
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Table 3. Classification results: Accuracy, Mean absolute error(MAE), Root mean
squared error (RMSE), and Relative absolute error(RAE)

Classifier Accuracy MAE RMSE RAE

Multilayer Perceptron NN 85 % 0.2192 0.4153 47.0524 %

ADtree 84 % 0.2959 0.3493 63.6448%

BFtree 83 % 0.1846 0.3917 39.4453 %

Naive Bayes 75% 0.3144 0.4309 66.9829%

5 Conclusions and Future Work

This article presents feature selection and classification approach, which consists
of four main phases (Clustering phase, Feature extraction, Reduct generation,
and Classification). A rough set algorithm based on power set tree was applied
for feature selection from twenty features based on shape, color, and texture
that have been extracted in order to obtain a feature vector for each object
to identify the tumor and classify it in 2D brain Magnetic resonance imaging
(MRI) images. The experimental results showing a high recognition rate with the
proposed scheme. For future work, we will work on applying different machine
learning techniques in order to get more accurate classification results.
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Abstract. This paper presents a novel method to solve unconstrained
continuous optimization problems. The proposed method is called SVP
(simplex variables partitioning). The SVP method uses three main pro-
cesses to solve large scale optimization problems. The first process is a
variable partitioning process which helps our method to achieve high per-
formance with large scale and high dimensional optimization problems.
The second process is an exploration process which generates a trail so-
lution around a current iterate solution by applying the Nelder-Mead
method in a random selected partitions. The last process is an intensifi-
cation process which applies a local search method in order to refine the
the best solution so far. The SVP method starts with a random initial
solution, then it is divided into partitions. In order to generate a trail
solution, the simplex Nelder-Mead method is applied in each partition
by exploring neighborhood regions around a current iterate solution. Fi-
nally the intensification process is used to accelerate the convergence in
the final stage. The performance of the SVP method is tested by using
38 benchmark functions and is compared with 2 scatter search methods
from the literature. The results show that the SVP method is promising
and producing good solutions with low computational costs comparing
to other competing methods.

1 Introduction

Nelder and Mead devised a local search method for finding the local minimum
of a function of several variables, the method is called the Nelder-Mead method
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[13]. The method is one of the most popular derivative-free nonlinear optimiza-
tion methods. A simplex is a triangle, for function of two variables and the
method is a pattern search that compares function values at the three vertices
of a triangle. The worst vertex is rejected and replaced with a new vertex. A new
triangle is formed and the search is continued. The process generates a sequence
of triangles for which the function values at the vertices get smaller and smaller.
The size of the triangles is reduced and the coordinates of the minimum point
are found. The algorithm is stated using the term simplex (a generalized triangle
in N dimensions) and will find the minimum of a function of N variables. Four
scaler parameter must be specified to define a complete Nelder-Mead method;
coefficients of reflection ρ, ρ > 0, expansion χ, χ > 1, contraction γ, 0 < γ < 1
and shrinkage σ, 0 < σ < 1 as shown in Figure 1. The Nelder-Mead algorithm
steps are described in Algorithm 1 and all its parameters are defined in Table
1. In this paper, we proposed a new method based on the simplex Nelder-Mead
method. The proposed method is called SVP (simplex variable partitioning).
The main goal of the SVP method is construct an efficient method to solve un-
constrained large scale optimization problems. SVP starts with a random initial
solution, the iterate solution is divided into pre-specified number of partition. In
order to generate a trail solution around the iterate solution the Nelder-Mead
method has been applied in a random selected partitions. The trail solution
with the best objective function is always accepted. In the final stage a local
search method is applied in order to accelerate the search instead of letting the
algorithm running for several iterations without much significant improvement
of the objective function values. The SVP method is compared with 2 main
scatter search methods by using 38 benchmark functions with different proper-
ties (uni-model, multi-model, shifted, rotated). The numerical results show that
SVP method is a promising method and faster than other methods. The rest of
the paper is organized as follows. The next section survey the related work on
high dimension and large scale optimization problems. Section 3 describes the
proposed SVP method. The performance of the SVP method and its numerical
results are reported in Sections 4, 5. The conclusion of this paper is summarized
in Section 6.

2 Related Work

Many researches have been attracted to apply their works to solve the global
optimization problems, this problems can expressed as follows.

Minimize f(x)

Subject to l ≤ x ≤ u, (1)

where f(x) is a nonlinear function, x = (x1, . . . , xn) is a vector of continuous
and bounded variables, x, l, u ∈ �n.

Although the efficiency of there works when applied with lower and middle
dimensional problems e.g D < 100, they suffer from the curse of dimensionality
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when applied to large scale and high dimensional problems. Some efforts have
been done to overcome this problem. The quality of any proposed method to
solve the large scale and optimization problem is the capability of performing
the wide exploration and the deep exploration processes. These two processes
have been invoked in many works through different strategies, see for instances
[3], [6], [7], [12]. These two processes have been considered in the SVP method
through three strategies as follows. The dimension reduction process which the
search space can be divided into smaller partitions. The exploration process
where the trail solutions are generated around the iterate solution. In the variable
neighborhood search [14], the search space is treated as nested zones and each
one is searched through iterative solutions [1], [10]. Finally the intensification
process by applying a local search method with the elite solution obtained from
the pervious stage [4], [5], [7]. Invoking these strategies together in the SVP
method is the main difference between it and other related methods existing in
the literature.

Table 1. Parameters used in Algorithm 1

Parameters Definitions

xr Reflection point
xe Expansion point
xoc Outside contraction point
xic Inside contraction point
ρ Coefficients of reflection
χ Coefficients of expansion
γ Coefficients of contraction
σ Coefficients of shrinkage

3 The Proposed SVP Method

In this section a proposed method is presented for solving large scale optimization
problems. The proposed method is called SVP (simplex variable partitioning).
SVP starts with a random initial solution and consists of n variables. The solu-
tion is divided into η partitions, each partition contains ξ variables (if the number
of variables n is not a multiple of ξ, a limited number of dummy variables my
be add to the last partition). At a fixed number of iteration (SVP inner loop),
a random partition is selected, and a trail solution is generated by applying the
simplex Nelder-Mead method in the selected partition. The overall trail solution
is accepted if it’s objective function value is better than the previous solution.
Otherwise the trial solution is rejected. The scenario is repeated until the ter-
mination criteria satisfied (SVP outer loop). In order to refine the best solution,
SVP method applies a local search method as final intensification process. The
definitions of the used parameters in SVP method is reported in Table 2. In the
next subsections we give more descriptions of SVP method.
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Algorithm 1. The Nelder-Mead method
1. Set xi denote the list of vertex in the current simplex, i = 1, . . . , n+ 1.
2. Order Order and re-label the n+ 1 vertices from lowest function value f(x1) to highest
function value f(xn+1) so that f(x1) ≤ f(x2) ≤ . . . ≤ f(xn+1).
3. Reflect. Compute the reflection point xr by
xr = x̄+ ρ(x̄− x(n+1)),
where x̄ is the centroid of the n best points,
x̄ =

∑
(xi/n), i = 1, . . . , n.

if f(x1) ≤ f(xr) < f(xn) then
replace xn+1 with the reflected point xr .
go to Step 7.

end if
4. Expand.
if f(xr) < f(x1) then

Compute the expansion point xe by xe = x̄+ χ(xr − x̄).
end if
if f(xe) < f(xr) then

replace xn+1 with xe and go to Step 7.
else

replace xn+1 with xr and go to Step 7.
end if
5. Contract.
if f(xr) ≥ f(xn) then

perform a contraction between x̄ and the better of xn+1 and xr.
end if
Outside contract.
if f(xn) ≤ f(xr) < f(xn+1) then

Calculate xoc = x̄+ γ(xr − x̄).
if f(xoc) ≤ f(xr) then

replace xn+1 with xoc

go to Step 7.
else

go to Step 6.
end if

end if
Inside contract.
if f(xr) ≥ f(x(n+1) then

Calculate xic = x̄+ γ(xn+1 − x̄).
end if
if f(xic) ≥ f(x(n+1) then

replace xn+1 with xic

go to Step 7.
else

go to Step 6.
end if
6. Shrink. Evaluate the n new vertices
x′ = x1 + σ(xi − x1), i = 2, . . . , n+ 1.
Replace the vertices x2, . . . , xn+1 with the new vertices x′

2, . . . , x
′
n+1.

7. Stopping Condition. Order and re-label the vertices of the new simplex as
x1, x2, . . . , xn+1 such that f(x1) ≤ f(x2) ≤ . . . ≤ f(xn+1).
if f(xn+1)− f(x1) < ε then

stop, where ε > 0 is a small predetermined tolerance.
else

go to Step 3.
end if
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Fig. 1. Nelder-Mead search strategy in two dimensions

Table 2. Parameters used in Algorithm 2

Parameters Definitions

n No. of variables
ξ Partition size
η No. of partitions
φ Random selected partition
x0 Initial solution
x′ Best trail solution

Maxitr Maximum number of iterations
Nelite No. of best solution for intensification

3.1 Variable Partitioning and Trail Solutions Generating

SVP method starts with an iterate solution which divided into η small partitions,
where η = n/ξ. Searching the partitioned subspaces is controlled by applying the
search in a limited number of subspaces in the current iteration. This allows the
SVP method to intensify the search process in each iteration. However, choosing
different subspaces in consequent iterations maintains the search diversity. More-
over, searching a limited number of subspaces prevents SVP from wandering in
the search space especially in high dimensional spaces. The variable partitioning
process with ξ = 4 is shown in Figure 2. At a fixed number of iterations (SVP
inner loop), a random partitions are selected in order to generate a trail solutions
by applying the Nelder-Mead method in each selected partition φ as shown in
Algorithm 1. If the overall trail solution objective function is better the previ-
ous solution, then the trail solution is selected to become the current solution.
The operation of generating new trail solutions is repeated until stoping criteria
satisfied (SVP outer loop).
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Solution x
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Variable partitioning
Partition 1 Partition η

Fig. 2. Variable partitioning

3.2 The Description of the SVP Method

The SVP method scenario is described as follows. SVP starts with a random
initial solution x0. The solution is divided into η partitions, where η = n/ξ. In
order to generate a trail solutions, SVP method uses two type of iterations as
follows.

– SVP inner loop
SVP uses a given number of iterations in order to generate a trail solutions
by applying the simplex Nelder-Mead method as shown in Algorithm 1 in a
random selected partitions. The number of the selected partitions is depend
on the number of the applied iterations in the inner loop. The higher the
number of the applied iterations, the higher the value of the cost function.

– SVP outer loop
The main termination criterion in SVP is the number of the external loop
which is the maximum number of iterations. The number of the best overall
solutions is depends on the value of the external iterations.

Finally a local search method is applied as a final intensification process in order
to refine the best solution Nelite which is obtained in the previous search stage.
The structure of the SVP method with the formal detailed description is given
in Algorithm 2, all variables of Algorithm 2 and it’s definitions are reported in
Table 2.

4 Numerical Experiments

In order to test the efficiency of the proposed SVP method and present the
comparison results between it and other competing methods. SVP uses three
sets of instances, LM-HG1, LM-HG2, CEC05 instances. The LM-HG1 instances
consist of 10 uni-model and shifted functions, these functions have been used by
Hvttum and Glover [9]. The LM-HG2 instances consist of 16 multi-model and
shifted functions, these functions are based on functions in Laguna and Marti
[11]. The CEC05 instances consist of 12 multi-model function based on classical
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Algorithm 2. The proposed SVP method

Generate an initial solution x0 randomly.
Set initial values for ξ, η, Maxitr, Nelite.
Set x = x0.
repeat

I := 0. 
 Counter for inner loop.
K := 0. 
 Counter for outer loop.
repeat

Divide the solution x into η partitions,
where η = n/ξ.
Pick a random partition φ from η partitions of x.
Apply Nelder-Mead Algorithm into the selected
partition φ, as shown in Algorithm 1 .
Generate neighborhood trail solutions around x.
I := I + 1.

until I ≤ η.
Set x′ equal to the best trial solution.
if f(x′) ≤ f(x) then

x = x′. 
 Accept the trial solution.
end if
K := K + 1.

until K ≤Maxitr. 
 Stoping criteria satisfied.
Apply local search method starting from Nelite on the best solution in the previous
stage. 
 Intensification search.

function after applying some modifications (shifted, rotated, biased and added),
these instances are described in detail in Suganthan [15]. The objective function
values of all sets of instances are known. All details about the three mentioned
sets of instances are described in [8]. The names and main feature of LM-HG1,
LM-HG2, CEC05 functions are summarized in Table 4, Table 5 and Table 10,
respectively. The SVP method was programmed in MATLAP. The results of the
SVP method and the other competing benchmark methods are averaged over 10
runs. The parameter setting of the SVP method are reported in Table 3. The
numerical results of all LM-HG1 instances are reported in Tables 6 - 8 where
the numerical results of LM-HG2 and CEC05 instances are reported in Table 9,
Table 11 respectively.

Table 3. Parameter setting

Parameters Values

ξ 4
η n/ξ
Maxitr n/4
Nelite 1
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Table 4. LM-HG1 test functions

f Function name f Function name f Function name

f1 Branin f5 Zakharov f9 Stair-Ros
f2 Booth f6 Trid f10 Stair-LogAbs
f3 Matyas f7 Sum Squares
f4 Rosenbrock f8 Sphere

Table 5. LM-HG2 test functions

g Function name g Function name g Function name g Function name

g1 B2 g5 Beale g9 Perm(o.5) g13 Powell
g2 Easom g6 SixH.C.Back g10 Perm(10) g14 Dixon&Price
g3 Gold.&Price g7 Schhwefel g11 Rastrigin g15 Levy
g4 Shubert g8 Colville g12 Griewank g16 Ackley

4.1 Performance Analysis

In this subsection we analyze the performance of the SVP method as follows.

The Efficiency of Variables Partitioning. We compared the SVP method
with variable partitioning process, with the basic simplex Nelder-Mead method
(BSNM) in order to check the efficiency of variable partitioning process. The
same parameters and termination criteria are used in both methods. The results
are shown in Figure 3. In Figure 3, the dotted line represents the results of the
basic simplex Nelder-Mead method, the solid line represents the results of the
SVP method. Two functions f3, f7 are selected with dimensions 512, 1000 by
plotting the number of iterations versus the function values. Figure 3 shows that
the function values are rapidly decreases as the number of generations increases
for the SVP method results than those of the basic simplex Nelder-Mead method.
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Fig. 3. Basic simplex Nelder-Mead algorithm Vs. SVP algorithm
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The Performance of Final Intensification. The SVP method uses the MAT-
LAB function “fminunc” as a local search method in the final intensification pro-
cess. The final intensification can accelerate the convergence in the final stage
instead of letting the algorithm running for several iterations without much
significant improvement of the objective function values as shown in Figure 4.
Figure 4 represents the general performance of the SVP method and the ef-
fect of the final intensification by selecting two functions f2, g12 with different
properties and plotting the values of objective functions versus the number of
iterations. Figure 4 shows that the objective values are decreases as the number
of function iterations increases. The behavior in the final intensification phase is
represented in Figure 4 by dotted lines, in which a rapid decrease of the function
values during the last stage is clearly observed.
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Fig. 4. The effects of final intensification process

The Performance of the Final Local Search Method. The performance
of the SVP method without applying the last final intensification process on
two functions f1, f8 with dimensions 512, 1000 is shown in Figure 5. Figure
5 represents the number of iterations versus the function values. The function
values in Figure 5 are rapidly decreased and reached to its objective values
without applying the final intensification process. We can conclude from Figure
5 that the MATLAB function “fminunc” is not doing the majority work of the
SVP method.

4.2 The Proposed SVP Method and the Other Competing Methods

The SVP method is compared with two scatter search methods, whereas the
two scatter methods were recently developed by [9] for solving high dimensional
problems. The first scatter search method is called scatter search with random-
ized subset combination (SSR), where the second scatter search method is called
scatter search with clustering subset combination (SSC). Also we compare our
SVP method with a combination between the main two scatter search methods
and six direct search methods. The SVP method uses the same termination cri-
teria such as the gap between a heuristic solution x and the optimal solution
x∗ is | f(x) − f(x∗) |< ε, where ε = 10−8, the other termination criterion is
the maximum number of function evaluation is 50,000. The main local search
methods are listed as follows.
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Fig. 5. The performance of the SVP method without applying final local search method

– NM Nelder-Mead simplex methods
– MDS Multi-directional search
– CS Coordinate search method
– HJ Hook and Jeeves method
– SW Solis and Wet’s algorithm
– ROS Rosenbrock’s algorithm

The description of these methods are reported in [8].

Comparison Results on LM-HG1 Instances. The SVP method was tested
on the LM-HG1 instances in Havattum and Glover [9]. The dimensions of func-
tions are 16, 32, 64, 128, 256 and 512. Each execution is repeated 10 times with
different initial solutions. All tested methods have the same maximum number
of function evaluations (50,000). We report the largest dimension n for which
the method successfully found the optimal solution in all 10 runs. The compar-
ison results between the SVP method and the other methods for all LM-HG1
instances are reported in Table 6. The best results are highlighted in bold. Table
6 shows that the SVP method outperforms in most of all functions except f9.
Also we can reach to the global minimum of these instances for n > 512 by
increasing the number of function evaluation values as shown in Table 8. In case
of at least one run fails to reach to the global minimum of the function, the ratio
of successful run is recorded in parentheses.

Table 6 shows the comparison results between the SVP method and two scat-
ter search methods. Now we evaluate the SVP method with the combined scatter
search (SS) method and the direct search method as a improvement methods
(IM). In addition to the combined SS method with the improvement direct search
methods, there are extra two methods. SS method which is the scatter search
function without improvement methods and STS method which is a hybrid scat-
ter tabu search method. All details of STS method are reported in [2]. Table 7
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Table 6. Largest successful dimension for SVP and other improvement methods on
the LM-HG1 instances

f SSR SSC SVP

f1 512 512 512
f2 512 512 512
f3 256 256 512
f4 32 64 64
f5 32 32 64
f6 16 16 128
f7 512 512 512
f8 512 512 512
f9 32 64 32
f10 512 512 512

Table 7. Largest successful dimension for the SVP method and the other combined
SS with the improvement methods on the LM-HG1 instances

f SS STS SS+NM SS+MDS SS+SW SS+HJ SS+ROS SS+CS SS+SSC SS+SSR SVP

f1 2 16 4 4 8 8 16 16 16 16 512
f2 2 8 4 4 16 128 8 128 128 128 512
f3 2 16 8 4 32 128 32 256 256 256 512
f4 0 4 2 2 2 4 4 4 4 2 64
f5 2 8 4 4 8 16 8 16 8 8 32
f6 2 8 4 4 8 32 8 16 16 16 32
f7 2 16 4 4 16 32 32 32 32 32 512
f8 2 32 4 4 64 32 64 32 32 32 512
f9 0 4 2 2 2 4 2 2 4 2 32
f10 0 4 0 0 0 128 2 128 256 256 512

Table 8. Function Evaluations (feval) of the SVP method with 1000 Dimension

f f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
feval 112,949 70,802 61,357 (0.0) (0.0) 545,698 196,552 56,253 (0.0) 203,485

shows that the SVP method is outperforms all combined scatter search with the
improvement methods and the hybrid scatter tabu search method in all LM-HG1
instances.

Comparison Results on LM-HG2 Instances. Now we test the performance
of the SVP method with the multi-model functions in LM-HG2 sets. The com-
mitting methods is the same methods in Table 7. The terminations criteria is
the same as in the LM-HG1 functions. The results in Table 9 show that the per-
formance of the SVP method in the LM-HG2 is better then the other competing
methods, although the functions in LM-HG2 seem to be more difficult and only
smaller dimensions can be solved as seen in functions g2, g8, g9, g10, g11, g16.
The best results are highlighted in bold.
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Table 9. Largest successful dimension for the SVP method and the other combined
SS and improvement methods on the LM-HG2 functions

g SS STS SS+NM SS+MDS SS+SW SS+HJ SS+ROS SS+CS SS+SSC SS+SSR SVP

g1 0 2 2 2 4 8 4 16 16 32 32
g2 0 2 2 2 2 2 4 2 4 4 4
g3 0 8 2 2 4 8 8 8 8 8 16
g4 0 8 0 2 4 8 2 2 2 2 16
g5 2 8 4 4 4 8 16 16 8 16 16
g6 2 16 2 4 16 32 16 32 64 64 64
g7 0 8 2 2 2 4 0 2 2 2 128
g8 0 4 0 0 4 8 4 8 8 4 4
g9 2 4 2 2 2 2 2 2 2 2 4
g10 0 4 2 2 4 4 4 4 4 4 8
g11 0 16 0 0 2 4 2 2 2 2 4
g12 0 0 0 0 0 2 2 2 0 32 256
g13 4 16 4 4 16 64 16 64 128 128 256
g14 2 8 2 2 8 8 8 8 16 16 32
g15 2 256 4 4 16 128 128 512 128 64 64
g16 0 8 0 0 0 32 8 32 32 32 4

5 CEC05 Benchmark Test Instances

In order to evaluate the proposed SVP method, a new set of a modified bench-
mark functions with various properties provided by CEC2005 special session
[15] are used in this section. Most of these functions are the shifted, rotated,
expanded, and combined variants of the classical functions. These modifica-
tions make them to be more hard, and resistant to simple search. We used
12 functions h1-h12 as shown in Table 10. Specifically, these functions span a
diverse set of problem features, including multi-modality, ruggedness, noise in
fitness, ill-conditioning, non-separabilty, interdependence(rotation), and high-
dimensionality. Most of these functions are based on classical benchmark func-
tions such as Rosenbrocks, Rastrigins, Swefels, Griwank and Ackleys function.
The applied maximum evaluation function value as a termination criterion is
increased to 100,000. Table 11 shows the CEC2005 functions h1 - h12 with its
objective function values for 10-100 dimensions. The exact global minimum is
highlighted in bold. Results in Table 11 show that the SVP method obtains the
exact global minimum of functions h1 and h2 at 100 dimension, where obtained
the exact global minimum for function h7, h12 at 80 dimension and for func-
tion h6, h10 the exact global minimum at 40, 20 dimensions respectively. For
functions h3, h4, h5, h8, h11 the SVP method fails to obtain the exact global
minimum for any dimension and the obtained function values of these functions
are reported in Table 11.
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Table 10. CEC05 benchmark test functions

h Function name Bounds Global minimum

h1 Shifted Sphere [-100,100] -450
h2 Shifted Schwefel’s 1.2 [-100,100] -450
h3 Shifted rotated high conditioned elliptic [-100,100] -450
h4 Shifted Schwefel’s 1.2 with noise in fitness [-100,100] -450
h5 Schwefel’s 2.6 with global optimum on bounds [-100,100] -310
h6 Shifted Rosenbrock’s [-100,100] 390
h7 Shifted rotated Griewank’s without bounds [0,600] -180
h8 Shifted rotated Ackley’s with global optimum on bounds [-32,32] -140
h9 Shifted Rastrigin’s [-5,5] -330
h10 Shifted rotated Rastrigin’s [-5,5] -330
h11 Shifted rotated Weierstrass [-0.5,0.5] 90
h12 Schwefel’s 2.13 [-100,100] -460

Table 11. Mean number of function values with 10∼ 100 dimensions

h 10 20 30 40 50 60 70 80 90 100

h1 -450 -450 -450 -450 -450 -450 -450 -450 -450 -450
h2 -450 -450 -450 -450 -450 -450 -450 -450 -450 -450
h3 9235.12 6432.56 5429.27 4312.7 7134.2 5426.3 3458.45 4869.57 6778.24 4879.125
h4 7143.61 52,848.2 72,582.4 86,931 315,056 370,425 416,241 504,957 565,784 590,668
h5 194,431 201,456 293,84 312,58 614,58 640,15 714,26 785.12 798,147 812,58
h6 390 390 390 390 465.23 485.45 486.78 512.56 540.25 545.13
h7 -180 -180 -180 -180 -180 -180 -180 -180 -179.993 -179.78
h8 -120 -120 -120 -120 -120 -120 -119.99 -119.98 -119.99 -119.98
h9 -330 -330 -330 -330 512.716 643.05 714.95 740.12 815.56 845.89
h10 -330 -330 -237.47 -215.45 112.48 145.26 242.23 361.68 412.25 415.23
h11 101.56 120.731 123.908 126.56 131.25 152.36 158.69 162.54 165.98 167.57
h12 -460 -460 -460 -460 -460 -460 -460 -460 -457.15 -441.25

6 Conclusion

In this paper, the simplex Nelder-Mead method which is called SVP (simplex
variable partitioning) has been proposed to solve large scale optimization prob-
lems. The use of variable partitioning process assists effectively the SVP method
to achieve promising performance specially with high dimensional test functions.
Moreover, applying the Nelder-Mead method in different partitions helps the
SVP method to achieve a wide exploration and a deep exploitation before stop-
ping the search by generating a trail solution around the iterate solution. Finally
the intensification process has been inlaid in the SVP method to accelerate the
search process. The numerical experiments on 38 test benchmark functions with
different properties have been presented to show the efficiency of the proposed
SVP method. The comparison with other competing methods indicate that the
SVP method is promising and it is cheaper than other methods.
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Abstract. In rise of global temperatures, the formation of ice in freshwater like 
rivers and lakes are apparent to high condition which has to be significantly 
monitored for the importance of forecasting and hydropower generation. For 
this research, Synthetic Aperture Radar (SAR) based images gives good support 
in mapping the variation between the remote sensing data analysis. This paper 
presents an approach to map the different target signatures available in the radar 
image using support vector machine by providing limited amount of reference 
data. The proposed methodology takes a preprocess expansion of transforming 
the grayscale image into a synthetic color image which is often used with radar 
data to improve the display of subtle large-scale features.  Hue Saturation Val-
ue based sharpened Synthetic Aperture Radar images are used as the input to 
supervised classifier in which evaluation metrics are considered to assess both 
the phase of the approach. Based on the evaluation, Support Vector Machine 
classifier with linear kernel has been known to strike the right balance between 
accuracy obtained on a given finite amount of training patterns and the facility 
to generalize to undetected data. 

Keywords: SAR images, sharpening techniques, supervised classification, 

SVM kernel, -coefficient. 

1 Introduction  

Remotely-sensed data are used majorly in ice classification application in which it is 
initiated to convert data into meaningful information. Ice formation in fresh water 
takes the fundamental role of change in hydrology and climate. Satellite-derived esti-
mates of ice coverage are found to be the eminent research technology to have ice 
detection run-off models. Automated processing and retrieval systems are required to 
be able to develop the quantities of SAR data available for freshwater ice monitoring 
applications. Hence, the classification of ice types plays a key task which is not sim-
ple in executing. In particular, in machine learning the supervised learning algorithms 
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require large sets of training samples which is the vital problem of satellite data. Fo-
cus on synthetic aperture radar (SAR) technology, SAR is capable of producing high 
resolution images using microwave by which it can capture cloud, smoke, fog and 
moisture area. Depending on the signal frequency, SAR has the capability to penetrate 
below the surface and shallow water. But still interpretation of images from ERS-2 
and RADARSAT-2 are highly complex, since it operates at one frequency and one 
polarization for sending and receiving [1-2]. Azimi-Sadjadi and Zekavat [3] used a 
hierarchical arrangement of support vector machines to classify six different cloud 
types in infrared GOES-8 imageries. Several studies have been done that artificial 
intelligence can be an unconventional method suitable to class problems than the 
statistical approaches. As there is no consistent approach applied for mapping process, 
this paper tries to present a systemic mapping approach with the methodology of color 
enhancement, preprocessing and classification. As the characteristics of each image 
and the circumstances for each study differs in its own way [4], a suitable classifier is 
identified according to the experimentation and on the evaluation metrics. The organ-
ization of the paper is as follows. Section 1 explains the preface of the theme carried 
out in this work. Section 2 describes the methodology in which the framework is de-
rived for remote sensing data analysis. The image enhancement and its subjective 
evaluation are given in Section 3. Section 4 gives the context of classification and  
the visual assessment of the images based on the supervised learning classifiers.  
Section 5 illustrates the experimentation and the findings for the conclusion. Section 6  
concludes the research work carried out based on the experimental analysis.  

2 Methodological Approach for SAR Data Analysis 

Mapping and identification of ice types by categorizing a promising classifier for the 
data analysis is the objective of the research work. Hence the boundary between the 
targets is achieved especially in satellite images. This could be a complex task as  
the number of surface cover types will always be evident in the captured SAR images. 
A comprehensive process is followed to achieve visual interpretation in subsequent 
classification phase as indicated in Figure1. Details of the SAR images used for expe-
riments are given in Figure 2.  

3 Image Enhancement  

To bring out adequate information and to improve the fidelity of the image, color 
enhancement is done using synthetic color image method. This improves the interpre-
tation effort in the classification phase. Edge preserving is done using sharpening 
techniques to highlight edges and fine details in an image. Sharpened images provide 
clear image to view visually and assist for the classification. Hue Saturation Value 
(HSV) and Brovey spectral sharpening techniques are two methods used for image 
sharpening. Hence a simple pre-processing component is initiated for mapping by 
which the data exhibit higher sharpness with spectral quality. 
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Fig. 1. Mapping methodology 

 

Fig. 2. Image 1 represents Visible Satellite pictures of the progression of the ice cover on Lake 
Erie.  Image 2 represents Wilkins ice shelf with Charcot Island, a satellite image from terra 
SAR-X Scan SAR on April 2009. Image 3 represents the entire northern coast of Alaska and 
parts of the Russian Canadian coast, a satellite image from RADARSAT-1 SAR. Image 4 
represents bottle-shaped B-15A iceberg adjacent to the land fast Aviator Glacier ice tongue, a 
satellite image from Envisat Advanced Synthetic Aperture Radar on 16 May 2005. Image 5 
represents the Sulzberger Ice shelf along the Antarctic coast, Ross Sea, a satellite image from 
Envisat on March 11, 2011. 
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3.1 Color Enhancement Using Synthetic Color Image Transform 

In radar images, it is often difficult to see low frequency variations because of high 
frequency features from small scale topography [5]. Synthetic color image transform 
is used in this experiment to improve the subtle large scale features and to preserve 
the edge factors. Here, the grayscale input is converted to synthetic color by applying 
high pass and low pass filters which, therefore, separates the high and low frequency 
information. Hue (H) is assigned to low frequency information, and high frequency 
information to the value (V). HV with saturation level are transformed to RGB so as 
to produce the synthetic color image. This simple enhancement of the color saturation 
in the RGB color space is achieved by the transformation of equation (1) on each 
pixel                   

 
max , ,, , , , min , ,min , ,min , ,  (1) 

Figure 3 gives the visual quality of the applied transform method to the original 
SAR images. 

 

Fig. 3. Visual quality results based on synthetic color image transform 

3.2 Edge Sharpening  

Edge sharpening technique is applied further after the color enhancement to produce 
elevated sharpness around the margins of individual targets. Image sharpening takes 
place by merging the low-resolution color image with a high-resolution grayscale 
image and re-sampling the output to the high-resolution pixel size. Two image shar-
pening techniques are experimented to find the suitable one based on the visual as-
sessment and evaluation metrics.  

3.2.1 Hue Saturation Value (HSV) Sharpening  
Based on the color perception phenomenon three main quantities known as hue, satura-
tion and value are considered. Hue is defined as an angle in the range [0, 2π] relative to 

 
Original 

image 

  

 
Synthetic 

color 
transform 

  
 Image 1  Image 2  Image 3  Image 4  Image 5  



 SVM-Based Classification for Identification of Ice Types in SAR Images 289 

the Red with read at angle 0, green at 2π/3, blue at 4π/3 and red again at 2π [6]. These 
mentioned parameters will reflect the same as color intensity, equal intensity and per-
ceived intensity respectively. HSV sharpening is used to transform HSV color space 
and replace the value band with the high-resolution. This technique re-samples the H 
and S bands by using the nearest neighbor method and the output result is shown with 
high pixel size. The numerical functions used for computing H in degrees are 

            cos /180        (2) sin /180        (3) 1 0 000 1 0 00 cos /180 sin /1800 sin /180 cos /180       (4) 

and saturation matrix is given in matrix (5) 

 
1 0 00  00 0  (5) 

Finally, the value transformation is a simple scaling of the color which can be 
represented by matrix 

 
 0 00  00 0  (6) 

3.2.2 Brovey Sharpening  
This method is applied to sharpen the image using high spatial resolution data. It is 
done by using the mathematical combination of the color image and high resolution 
data. Brovey transform can be expressed as  

 DN   (7) 

Each band in the image taken is multiplied by a ratio of the high resolution data 
and divided by the sum of the color bands. The nearest neighbour method is used as 
the convolution technique for re-sampling the three-color bands to the high-resolution 
pixel size similar to HSV sharpening [7]. This method provides good spatial quality, 
but poor spectral quality. The comparative subjective evaluation of both HSV and 
Brovey spectral techniques are shown in Figure 4. 

4 Support Vector Machine Based Classification 

In remote sensing data, instance classifiers classify the coarse classes appropriately, 
but more detailed classification is required for ice mapping. Hence, it is much impor-
tance to possess more detail spectral information. In order to subdivide the classes, 



290 P. Subashini et al. 

knowledge about spatial distribution is taken to find the difference in the mass of the 
object class correspondingly. The training labels derived are from four classes such as 
cloud, thin-ice, middle-ice and water. In neural network approach, a given unknown 
pixel or a region is classified into one of the predefined classes. This is one of [8]. To 
avoid unknown class and to sharpen boundaries between the classes, support vector 
machine (SVM) is used. Three kernels of SVM are studied in order to find high  
possibility of accurate results. 

 

Fig. 4. Subjective comparison results of edge sharpening techniques  

Each supervised learning algorithm develops a model of data which is used to  
classify original labels in the correct category. SVM is specifically constructed to 
minimize a statistical bound on the generalization error resulting in models that can 
extrapolate to new examples quite well [9]. In addition to its potential, a randomized 
procedure is followed for quick learning phase. SVM is applied by breaking the prob-
lem down into a number of binary problems. In this study, four classes are taken in 
which {4(4-1)}/2 classifiers are trained to differentiate between each pair of classes. 
Prior to classification process, pixels of SAR image targets are acquired and used as 
training vectors that are of high-quality statistics. This study is analyzing three types 
of SVM kernels, i.e., linear, polynomial and sigmoid. These kernels are represented as · ·  for linear, · 2 · for polynomial and ·· ·  for sigmoid functions.  

It is found that the linear SVM outperforms of the other types of SVM classifier. 
Figure 5 gives the visual assessment of the linear SVM classifier. Figure 6 depicts the 
color distribution of the images in RGB values. Meanwhile, measurement of the SVM 
classifiers performance is described in Section 5.  
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Fig. 5. Classification results using linear SVM algorithm 

5 Performance of SVM Classifier  

The performance of SVM classifiers is evaluated using its standard metrics, i.e., over-

all accuracy and -coefficient. Measurement is based on synthetic aperture radar 
images which indicate the four classes of ice types.   

5.1 Accuracy Assessment  

The accuracy of a classification is assessed by comparing the classification results 
with the reference data, which has accurately reflected the types of ice cover in the 
SAR image. The accuracy of the classifier is measured by counting the number of 
pixels classified as the same in the satellite image and on the reference data, and then 
dividing these by the total number of pixels. 

5.2 The -Coefficient  

The -coefficient is a measure of integrator agreement which is given as  

    (8) 

Kappa ( ) is a positive value with its magnitude reflecting the strength of the integra-
tor agreement and it becomes negative when the observed agreement is less than the 
chance agreement. To bring the best and suitable kernel for SVM, different kernels 
have been studied to find the reliable one. Table 1 describes the overall accuracy and 

-coefficient for each type of SVM kernels. 
 

Images      
taken 

 

  

Linear 
SVM 

  
 Image 1  Image 2  Image 3  Image 4  Image 5  



292 P. Subashini et al. 

 

Fig. 6. Distribution of RGB color values  

Table 1. Comparison of overall accuracy and -coefficients between SVM kernels  

Images 
Linear SVM Polynomial SVM Sigmoid SVM 

Accuracy -value Accuracy -value Accuracy -value 

Image 1 97.91 0.97 82.45 0.77 72.30 0.64 

Image 2 90.00 0.86 80.35 0.74 84.00 0.77 

Image 3 84.21 0.80 81.00 0.76 990.81 0.87 

Image 4 83.95 0.79 77.27 0.71 80.00 0.74 

Image 5 86.00 0.81 83.33 0.78 78.18 0.72 
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6 Conclusion  

This paper describes the freshwater ice class identification based on machine learning 
method with remote sensing technology.  Experiment is done using ENVI 4.2 soft-
ware to determine the effective classifier which could be reliable for recognition and 
mapping of ice cover types. It is proven that image enhancement has significant con-
tribution in determining the performance of classifiers. In addition, color enhance-
ment and sharpening technique provide benefits and flexibility to explore important 
features in the SAR image. The advantage of using a supervised classifier states that it 
can be trained interactively and the performance is high on satellite data. This is spe-
cifically important in situations where the mapping of boundaries is very much cru-
cial. The future improvement of this research work is to optimize the suitable kernel 
that will allow SVM to extract the spectral features more efficiently.  
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Abstract. The theme of this work was to design and program implementation 
process electrocardiogram Frank leakage system. Especially when this realiza-
tion were preprocessed ECG real data, which means the modification of data 
filtration. The work focuses on the optimal detection of ventricular complex 
electrocardiographic signals. The main focus of the work is the calculation and 
graphical presentation vectorcardiogram orthogonal leads. Using a statistical 
analysis of the results is evaluated for each VCG planes. 

Keywords: Vectocardiogram, Frank Leads, Processing. 

1 Introduction 

Vectorcardiography (VCG) is a diagnostic method that deals with graphic motion 
capture instantaneous power summation vector in space and time. This is another 
form of recording electrical manifestations of heart from the body surface. Its  
aim is to gain immediate projection of the vector changes (changes in direction and 
magnitude) in the three orthogonal anatomical planes. 

 

Fig. 1. Vectorcardiographic loops in a plane: a) sagittal, b) the front, c) horizontal [1] 
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Unlike standard electrocardiogram signal leakage system which is customary to 
display in the time domain, it is common to express the information contained in the 
orthogonal signals spatially in three aforementioned descriptive levels (frontal, sagit-
tal and horizontal). The projections of the instantaneous voltage vectors have the  
character vectorcrdiography closed loops. If we follow the movement of the instanta-
neous power summation vector in space and time, we get three loops. These loops 
correspond vectorcrdiography wave P, QRS and T wave such a display is called  
vector cardiogram. 

Loop P (atrial depolarization) is usually not often obvious and therefore it is neces-
sary to increase it. Most importantly loop QRS complex (ventricular depolarization), 
which has the physiological state of ovoid shape, its long axis follows the space sav-
ing electric axis of the heart. Loop T wave is smaller (ventricular repolarization), a 
shape similar to a loop QRS complex. Normally rotating loop vector cardiogram at 
time counterclockwise (CCW). Caution must be put into practice when doctors plot-
ting angles clockwise (CW). Isoelectric line of zero potential is recorded in the elec-
trical record Wednesday. In pathological conditions, the shape, direction and speed of 
rotation VCG loops changes. When specific pathologies may even happen that the 
loop will not be closed. 

Electrocardiogram and vector cardiogram record the same information, the result-
ing display for the two methods differ. In today's clinical practice is mainly used  
classical recording an electrocardiogram, which in certain cases may not be entirely 
sufficient for accurate localization of certain heart diseases. To illustrate the electrical 
activity of the heart are therefore also important three-dimensional tracking, which 
allows leakage orthogonal systems. 

1.1 Principle Frank Corrected System 

The basic principle of orthogonal lead systems is the use of multiple electrodes uni-
fied into a single lead. The voltage of the individual electrodes disposed on the pa-
tient's body is transferred to the resistive network. From this network are then derived 
signals of Lead Ux, Uy and Uz. Examples of such solutions are leaky systems McFee, 
Schmidt SVEC III system, or the most widespread Frank's system. 

Frank electrode system connects networks of resistors so that the resulting poten-
tials three mutually orthogonal and equally distant from the heart center (corrected). 
Thus, to be illustrations downspouts same size and formed orthogonal system, but  
the system orthonormal axes, namely orthogonal system of axes with the base unit 
vectors. 

2 New Method 

This paper analyzes the ECG records with subsequent processing of orthogonal leads 
and rendering vectorcardiographic loops for further statistical evaluation.  

The proposed methods are applied to ECG signals from the "PhysioBank". Nation-
al Metrology Institute PTB in Germany provides the user server and PhysioNet ECG 
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database, which are available ECG records. Each ECG recording contains 15 simulta-
neously measured signals, which are obtained from the 12-Lead system (I, II, III, 
aVR, aVL, aVF, V1-V6), while Frank leakage from the system (vx, vy, vz). Individu-
al systems are digitized at a sampling rate of 1000Hz. For each elektrocardiographic 
record is accompanied by a header file (. hea) containing information about the pa-
tient and his clinical summary - age, gender, diagnosis, information on history, etc. 

3 Realization 

In the next step of modifying data was corrected isoelectric line slot signal. The zero 
reference point, which is determined by isoelectric line, is found in the segment PQ. 
This is the end wall depolarization (P wave) and the beginning of the Q wave. The PQ 
segment was chosen cut-out on which was the average value and then was subtracted 
from the signal. 

 

Fig. 2. Correction isoelectric line and the representation of the zero point of reference in the 
segment PQ 

On Fig. 2 can be observed using a purple line at which point in time is shifted orig-
inal signal to the desired isoelectric line. As already mentioned, this distance is calcu-
lated by averaging the values at the desired time Fig. 3. 
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Fig. 3. Modifying data was corrected isoelectric line slot signal 

3.1 Detection of Significant Points 

Our interest is to detect and become independent chamber signal. QRS complex is 
one of the most distinctive part of the ECG signal processing and analysis. For the 
detection of ventricular complex is necessary to ensure proper signal preprocessing. 
Detection of QRS complex is intended to provide reference points that are used to 
computational algorithms and orientation of the feed electrocardiogram. Algorithms 
for detecting QRS complex to manage reaction to change the shape of the waveform. 
Time of occurrence and shape of the ventricular complex provide important informa-
tion about the current state of the heart. 

Detection approach in this work is based on wavelet transform. One of the goals is 
to create a MATLAB program to detect the primary segment of the ECG signal.  
A diverse range of wavelets with a choice between a number of options to process  
the recorded signal is most appropriate. For each wavelet there are several levels  
of decomposition. We are able to use basic signal parameters and requirements  
for the processing to find a suitable wavelet and level of decomposition. Finish  
signal is performed based on QRS detector wave bior1.5, with the fourth level of 
decomposition. 

 

Fig. 4. Detection of positive vibrations R 
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On Fig. 4 is clear removal detection at the first and last R-wave, thus we prevent 
the entry of errors in processing due to an improper start recording. Detection of QRS 
complex serves as the basis for automatic calculation of heart rate, classification of 
cardiac cycles, or is used in algorithms for compression of ECG data. In a few cases 
the R wave mistakenly detected as a flicker reminiscent of the QRS complex, which 
could prove to be a false positive detection. 

3.2 Visualization of VCG Curves 

Clarifying the ECG is associated with the detection of one cycle of the signal and 
subsequent transformation of the selected cycle. For the detection of the isolated cycle 
was proposed algorithm based on the detection of R wave. The cardiac cycle using 
red lines bordering the QRS complex, manually selected distance from the detected R 
wave right and left. Information about the time displayed is obtained during each 
cycle, which is calculated from the index of the first and last time displayed element 
vector and display the current VCG loop (see Fig. 5-6). 

 

Fig. 5. Detection of one cycle showing the red lines 

With all loaded ECG was calculated average curve. To calculate the average wave 
of the entire record are synchronized sections of each course by the position of R 
wave. The length of each crop is determined based on the border manually start and 
end of the QRS complex. Calculation of the average time domain wave was applied to 
each of the leads x, y and z thus determined stretch is performed at each cardiac cycle, 
creating trunked ventricular complexes which finally averaged. 
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Fig. 6. Current vectorcardiographic loops region between red lines 

4 Performing Tests on Real Records 

Intra-individual comparison (uniqueness variability record for an individual) differs 
from other individuals. For this reason it is necessary to each recorded cardio logical 
recording rate in terms of personal individuality. Practically very important options 
are graphical presentations of the results of statistical processing of the file. For each 
processed record is evaluated and the average values of adjacent samples trunked 
Frank leads. We are therefore information elements dispersion around the mean value, 
see Fig. 46th Interrupting the recording timer is given. 

Vector cardiogram to evaluate the duration of each loop, the direction (sense) of 
cardiac rotation vector and the shapes of the loops. From a practical point of view, the 
most important vector cardiogram in the frontal plane. 

4.1 Statistical Processing Rate Variance 

Major step towards obtaining the necessary values are set aside an appropriate section 
of the ECG QRS complex nearby. Thus trunked ventricular complexes correspond to 
the time series, which are then averaged. 

Individual results in graphical form as shown in the following figures, which 
shows the maximum and minimum variance (dark green and green), average (blue). It 
is therefore determined the average EKG wave and its derivative ratio between the 
height R oscillation maximum and minimum values at the same time. Graphic display 
at first glance may seem biased, this is due to a narrowing of the signal amplitude or 
voltage axis. 
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Fig. 7. The variance of the maximum and minimum waveform from the average curves in 
planes 

Selected sections were then with sufficient time resolution plated. In such a prede-
termined position each time a sample is calculated by the dispersion characteristics of 
a minimum and maximum course from the average curve. It is a derivation of the 
relationship between voltage levels fixed average EKG wave (blue) and voltage limit 
wave (green) Fig. 7. 

From these indicators can be calculated by comparing the absolute value of the dif-
ference to determine the most. The sample orthogonal lead x largest deviation is 
110μV, which corresponds to an approximate difference of 4.4%. 

• Lead x: 110μV (minimum curve 54 in the sample), which is 4.4% 
• Lead y: 63.7 microvolts (maximum curve 57 of the sample), which makes 13.7% 
• Leakage from 135.1 microvolts (minimum curve 67 sample), which is 10.7% 
 

 

Fig. 8. Frank leads and VCG loops of projections 
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Length treated female record was 10s, and, therefore, the experiment consider record-
ing more than 10s. The recording time, the greater the number of cardiac cycles, and 
the detected R peaks. Average values are then calculated from a larger number 
trunked ventricular complexes |Fig. 8. The rotation of cardiac vector and shapes VCG 
loops can reach higher values. The same signal was processed record length of 1 
minute, the largest deviation was marshalling x 170.16 microvolts. Converted to per-
centage terms by 6.8%, thereby changing the resulting deviation of 2.4%. 

5 Conclusion 

After the experiments, and signal processing can be evaluated inter-individual elec-
trocardiographic records. The intended goal was to make the variances of the maxi-
mum and minimum values as close as possible average values. Significant reduction 
in variance brought correction to zero in a defined isoelectric point during each lead. 
As can be seen from the previous section, between the curves is significant statistical 
difference especially in lead y. 

The results of the statistical test based on the correction ECG signal isoelectric line 
to the relative variance of the signal by about 7.5%. The largest absolute deviation is 
observed in the analysis of lead x around the peak R wave. During the downspout y 
reflected the maximum variance in the segment between R and S oscillate. The as-
sembly of these was the results with greater individuality. Evaluation of the individual 
patient is always stated under the graphical analysis of the record. 
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Kitaw, Daniel 187
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Nowaková, Jana 85

Pan, Jeng-Shyang 115
Pan, Tien-Szu 115
Pászto, Vı́t 215
Penhaker, Marek 123, 295
Peterek, Tomǎs 123
Platoš, Jan 175, 201, 225
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